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MANAGEMENT OF VIRTUAL PACKAGES OF 
MEDICAL DATA IN INTERCONNECTED 
CONTENT-ADDRESSABLE STORAGE 

SYSTEMS 

CROSS-REFERENCE TO RELATED 
APPLICATION 

This application claims the bene?t of US. Provisional 
Application No. 61/327,556, entitled Management of Inter 
connected Content-Addressable Storage Systems, ?led Apr. 
23, 2010, Which is incorporated by reference herein in its 
entirety for all purposes. This application also incorporates by 
reference in their entirety for all purposes US. application 
Ser. No. 13/092,243, ?led concurrently hereWith, entitled 
“Shared Archives in Interconnected Content-Addressable 
Storage Systems” to John Canessa et al. and US. application 
Ser. No. 13/092,229, ?led concurrently hereWith, entitled 
“Event Noti?cation in Interconnected Content-Addressable 
Storage Systems” to John Canessa et al. 

FIELD 

This disclosure relates to content-addressable storage 
(CAS) for handling, storing, and distributing medical imag 
ing information and, more speci?cally, to management of 
virtual packages of medical data in interconnected content 
addressable storage systems. 

BACKGROUND 

Many ?les stored in computer systems contain data that is 
not expected to change over time. In some systems, the per 
centage of ?les that are expected to remain unchanged can 
range up to 90% of all of the stored ?les. Examples of data and 
?les that are expected to remain unchanged include medical 
images, images of cancelled bank checks, images collected 
by oil and gas exploration, surveillance videos, ?les contain 
ing television neWs clips, and many types of archival and 
historical data. Other ?les are expected to change regularly, 
such as a database ?le, a Word processing document that is 
being edited, and any type of ?le that represents current state, 
such as a ?le holding cumulative email messages as they 
arrive. 

Stored ?les must be accessible. Further, they must be 
accessible Whether it’s the kind of data that changes quickly, 
such as a ?le storing current email, or Whether it is the kind of 
data that Will not change much over time, such as medical 
images. CAS technology can be used to store different types 
of data including, by Way of example, data that does not 
change over time. Generally, a “handle” (not necessarily the 
location of the ?le in a directory) or a GUID (globally unique 
identi?er) is created for each stored object. This handle can be 
created based on knoWn techniques, such as hashing. 

Current storage systems have a number of issues. The 
options for production of groupings of ?les may be limited. 
Another issue With current systems is that the heterogeneous 
storage of data (e.g., but a number of different medical imag 
ers and reporting systems), can make accessing stored data 
dif?cultiboth because of the distributed nature of the stor 
age and because of the heterogeneous nature of the storage of 
the data. 

These and other issues are addressed by the embodiments 
described herein. Some embodiments address one or more of 
these issues, While others address a different subset of issues. 
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2 
SUMMARY 

Embodiments of the systems, methods, and devices 
described herein overcome problems of the prior art and 
enable management of interconnected content-addressable 
storage systems. 
Some embodiments include receiving an instruction from a 

requestor to produce a virtual package of medical data con 
taining one or more ?les and data related to the one or more 
?les. The embodiments may include obtaining the one or 
more ?les from a content-addressable storage system and 
determining one or more queryable data items based on the 
one or more obtained ?les. Then queries for related data may 
be performed based on the one or more queryable data items 
and one or more related data ?les may be received in response 
to the query for the one or more queryable data items. The one 
or more ?les and the one or more related data ?les may be 
stored in a content-addressable storage system, and one or 
more storage identi?ers for the stored one or more ?les and 
the one or more related data may be received. The virtual 
package may include the one or more storage identi?ers. The 
requestor may be provided With the one or more storage 
identi?ers for the virtual package. In some embodiments, 
later access to the virtual package by users may be controlled 
using access control provisions provided as part of the virtual 
package request or via another mechanism. Access control 
may be provided by the CAS cloud. Numerous other embodi 
ments are described herein. 

These and other features and advantages of embodiments 
Will become apparent from the folloWing description of 
embodiments. Neither this summary nor the folloWing 
detailed description purports to de?ne the invention. 

BRIEF DESCRIPTION OF THE DRAWINGS 

These and other features Will noW be described With refer 
ence to the draWings summarized beloW. These draWings and 
the associated description are provided to illustrate speci?c 
embodiments, and not to limit the scope of the invention. 

FIG. 1 illustrates a block diagram of an exemplary embodi 
ment of a system for management of interconnected content 
addressable storage systems. 

FIG. 2 is a block diagram representing an exemplary pro 
cess for event noti?cation in a system of interconnected con 
tent-addressable storage systems. 

FIG. 3 is a block diagram representing a second exemplary 
process for event noti?cation in a system of interconnected 
content-addressable storage systems. 

FIG. 4 is a block diagram representing an exemplary pro 
cess for providing a shared archive in a system of intercon 
nected content-addressable storage systems. 

FIG. 5 illustrates a second block diagram of an exemplary 
embodiment of a system for content sharing With intercon 
nected content-addressable storage systems. 

FIG. 6 is a block diagram representing an exemplary pro 
cess for content sharing in a system of interconnected con 
tent-addressable storage systems. 

FIG. 7 is a block diagram representing an exemplary pro 
cess for creating and managing virtual packages. 

FIG. 8 is a block diagram representing an exemplary data 
structure and data in a system of interconnected content 
addressable storage systems. 

FIG. 9 is a block diagram representing an exemplary pro 
cess for virtual package management in a system of intercon 
nected content-addressable storage systems. 

FIG. 10 illustrates abstract representations of virtual pack 
ages. 
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FIG. 11 is a block diagram representing an exemplary 
process for access control in a system of interconnected con 
tent-addressable storage systems. 

FIG. 12 is a block diagram representing an exemplary 
process for providing a ?le system interface in a system of 
interconnected content-addressable storage systems. 

FIG. 13 is a block diagram representing an exemplary 
process for encryption in a system of interconnected content 
addressable storage systems. 

DETAILED DESCRIPTION 

Overview 
In the folloWing detailed description, references are made 

to the accompanying draWings that illustrate speci?c embodi 
ments in Which embodiments may be practiced. Electrical, 
mechanical, programmatic, and structural changes may be 
made to the embodiments Without departing from the spirit 
and scope of the disclosure. The folloWing detailed descrip 
tion is, therefore, not to be taken in a limiting sense and the 
scope of the disclosure is de?ned by the appended claims and 
their equivalents. 

Various embodiments overcome one or more issues With 

the prior art. Other embodiments may overcome different 
issues With the prior art. For example, some embodiments 
overcome issues related to event noti?cation, others: virtual 
packages, yet others: shared archives. Some embodiments 
overcome more than one issue. 

OvervieW: Event Noti?cation 
Some of the embodiments alloW applications to subscribe 

to “events” that correspond to actions in the CAS cloud. The 
actions that may take place in the CAS cloud include, but are 
not limited to, the deposition, reading, alteration, or deletion 
of data. An application (or user) may subscribe for all such 
actions, or for only those related to a particular group, appli 
cation, or individual performing the related action. DICOM 
provides no such event noti?cation. Providing this event noti 
?cation can simplify the process for an entity to become 
aWare, for example, of neW ?le about Which it is interested, 
regardless of Where they are deposited in the CAS cloud. In 
systems that did not take advantage of event noti?cations 
embodiments herein, learning of neW ?les in Which the appli 
cation is interested can be complicated. If a radiology depart 
ment in Virginia Wanted to knoW if there Were neW X-rays to 
analyZe from hospitals around the country, then they (e.g., the 
IT department in Virginia) might set up polling programs that 
Would check speci?c directories at each hospital (and possi 
bly more than one directory at each hospital). Even in a static 
national netWork environment Without technical issues, this 
Would be a cumbersome taskiand Would likely have many 
technical challenges related to communicating through ?re 
Walls, mixed authentication standards, varieties of netWork 
and communications capabilities, and ensuring compliance 
to various standards (e.g., HIPAA or “Health Insurance Port 
ability and Accountability Act”). In a more realistic netWork 
environment, all of those problems Would exist, and Would be 
exacerbated by the ever-changing netWork topologies, 
upgrading of softWare, storage, and computers, recon?gura 
tion of computers, applications, and the like. In addition, it 
may be dif?cult or impossible for the hospital in Virginia to 
obtain access control information from the various hospitals 
across the country from Which it is polling data. As an 
example of something that Would almost certainly happen 
Without the hospital in Virginia’s knoWledge: a softWare 
administrator at one ofthe target hospitals changing the direc 
tory to Which a PACS machine Was storing X-rays (possibly 
to provide more storage). As a result, the polling softWare in 

20 

25 

30 

35 

40 

45 

50 

55 

60 

65 

4 
Virginia might either stop Working (e.g., if the previous direc 
tory disappeared) or not have visibility into updates (e.g., 
because the neW X-rays Were being stored elseWhere). 

These issues are overcome by some of the embodiments of 
event noti?cation in a CAS cloud discussed herein. For 
example, a radiology department’ s application may subscribe 
to the deposition of medical images by PACS machines into a 
particular ?le directory (perhaps mirrored to the CAS cloud 
as a bit?le)4or deposited directly into the CAS cloud. Those 
events may signal that the medical images should be analyZed 
by the team in Virginia. The team in Virginia receives those 
noti?cations Without needing to perform the technical con 
nection to the computer or server that deposited the ?lesiand 
Without checking any directories. Further, the hospital in 
Virginia Would receive event noti?cation based on any events 
in that group (or any group to Which subscribes). Further, as 
discussed With respect to embodiments herein, the CAS cloud 
can even provide the necessary access control. Related 
examples are discussed more beloW With respect to FIG. 4. 

OvervieW: Shared Archive and Related Data 
Systems that do not provide a shared archive With search 

ing, and automatic related data searching, are inef?cient and 
may be dif?cult and time consuming to use. Consider a net 
Work of DICOM servers that are all running independent of 
each other and store their ?les separately. Since DICOM does 
not provide a shared archive among DICOM servers, When a 
doctor Wanted to ?nd all of the medical images and reports 
related to a particular patent, particular examination, etc., the 
doctor Would log into a DICOM server and search for ?les. 
Certain ?les Would be returned, but the doctor Would have no 
Way of knoWing if there Were additional ?les to be found on 
other DICOM servers, some of Which the doctor may not even 
knoW about. Additionally, the separate DICOM (or other 
types of) servers may each have their oWn identi?ers for 
patients that the doctor may not be aWare of. Each server may 
also have separate access control (e.g., user name and pass 
Word)iand the doctor may not have log-in or other access 
information for each server. It Would be dif?cult, extremely 
time consuming, and in many instances, impossible for the 
doctor to obtain patient data from all of these servers. 
Some embodiments herein provide parsing and archiving 

of data stored in the CAS cloud, and later search and retrieval 
of that data, the underlying ?les, and related data. The data 
may be stored to, for example, a netWork-attached storage 
(NAS) or other computer hard drive by a PACS machine, and 
simultaneously or subsequently copied to the CAS cloud. 
PACS machines may Write data to drives as single ?les, often 
called “blobs.” The CAS cloud, regardless of make or model 
of the PACS machine, Will parse the information neWly 
Written to the CAS cloud and add the information for the 
Written data to the archive. For example, consider a PACS 
machine that Writes a blob to its NAS drive that contains tWo 
X-rays and an MRI image With corresponding DICOM head 
ers. An application connected to the CAS cloud, upon copy 
ing the ?le from the NAS drive, Will parse the DICOM head 
ers and store reference to that ?le and metadata (from the 
DICOM headers) in an archive. Embodiments of metadata 
management for metadata management are given in US. 
patent application Ser. No. 12/ 605,036, Which is hereby 
incorporated by reference in its entirety for all purposes. 

Often image and other medical ?les have metadata associ 
ated thereWith, Which may be termed “related metadata.” The 
term “metadata” as used herein is a broad term encompassing 
its plain and ordinary meaning, including but not limited to 
“data or a set of data that provides information about the data 
With Which it is associated.” For example, an X-ray or ultra 
sound ?le may have metadata attached thereto (e. g., as a 
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DICOM header or XDS-I header) that describes the X-ray. 
The metadata may be stored in a structured header, as plain 
text, etc. Further, some ?les may contain metadata. For 
example, an analysis or report may contain metadata as part of 
the analysis or report (e.g., patient name, data, patient iden 
ti?er, etc.). 
A user with appropriate permissions could search the 

archive and ?nd (and retrieve) the X-rays and/ or the MRI. The 
user could also search for and retrieve data that had been 
stored by other PACS machines, ultrasound machines, etc. 
Additionally, the shared archive can look for related data. For 
example, if the doctor input a patient identi?er for the search, 
the shared archive may look up that patient identi?er in a 
master patient index to ?nd equivalent entries. The shared 
archive could then look up related data based on the other 
patient identi?ers from the master patient index. Further, the 
shared archive may look up related data that is obtained based 
on data that is retrieved as part of the search. For example, if 
a query was for ‘all data on a patient’ (and assuming proper 
privileges for all data), the ?rst response may be for a particu 
lar study. The study will have a unique identi?er. The shared 
archive could then automatically query for all data related to 
that study number. One of the results of for the study number 
query may indicate that the patient previously had a different 
patient identi?er. The shared archive could then look up all 
data for that previous identi?er. This process may continue 
until all appropriate related data is found. In this way, a shared 
archive with related data search not only collects all of the 
related data in a way that it may be homogeneously searched, 
but also provides a way to ?nd related data for queries. 
As used herein, the term “patient identi?er” is a broad term, 

encompassing its plain and ordinary meaning, including, but 
not limited to, “a number, reference, or code that represents a 
patient in a data system, such as a database, PACS, DICOM 
message, etc.” For example, patient identi?ers may include 
name, social security number, system-speci?c patient num 
ber, Unique Patient Identi?er, patient account number, etc. 
Patient identi?ers may also be a combination of one or more 
of these. For example, a patient identi?er may be a combina 
tion of patient name and social security number. Patient iden 
ti?ers may also be unique to a patient across an organization, 
enterprise, nation, or all system (universal or global). 

Overview: Virtual Packages 
Grouping data can be dif?cult in medical systems, yet it is 

very important. If a doctor would like to group all of the data 
related to a particular patient, study, series, etc., that doctor 
wouldhave to ?nd all of the ?les and burn them to a CD, DVD, 
or, more likely, numerous CDs or DVDs. In current systems, 
all of this data may be stored on separate PACS systems, 
DICOM servers, etc. As noted above and elsewhere herein, 
merely ?nding the data that the doctor would like to store 
package together is dif?cult or impossible in most systems. 
Finding the data may require translating patient identi?ers 
from those used in one system to those used in another, 
mapping accession numbers, manipulating the use of certain 
data records, etc. Further, these dil?culties may be encoun 
tered for each server (e.g., a DICOM server or PACS server). 
For example, a doctor may not even know on which PACS, 
DICOM, or other server data resides. Even if the doctor knew 
on which server data resides, the doctor may not be able to 
?nd data related to a particular patient, study, series, etc. 
Further, even if the doctor could ?nd all of this data, she may 
not be able to store the data to a single CD or DVD. Further, 
CDs and DVDs can get destroyed, lost, or, worse, fall into the 
wrong hands. Additionally, the person distributing the pack 
age of ?les may not be able to control the access to the ?les in 
the virtual package over time. For example, once a CD or 
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6 
DVD is distributed, even if it has embedded access control, 
that embedded access control would be static and could not 
change over time. 
Embodiments of virtual packages herein overcome one or 

more these issues. In creating a virtual package, a doctor may 
chose to include related data, and, as described elsewhere 
herein, related data may be automatically discovered and 
retrieved in a manner that, in many cases, might not be pos 
sible for the doctor to do alone. Further, after the virtual 
package is made and stored in the virtual archive, the doctor 
can distribute the virtual package without concern for the siZe 
of the underlying ?les. Instead, the virtual package provides a 
smaller and much more manageable set of data than the 
underlying ?les. Additionally, the doctor need not be as con 
cerned with ensuring proper access control. The CAS system 
provides access control for the ?les therein, including those in 
the virtual package. Further, the CAS system can provide 
access control that varies over time. As discussed in more 

detail below, access control is being implemented by the CAS 
system at the time that the ?les are being accessed. As such, if 
the access control needs to change over time (e.g., if a mal 
practice suit was brought, access to data related to that suite 
may be restricted, monitored, etc.), the CAS can provide that 
changing access control. 

Further Overview 
Some embodiments herein cover new approaches for the 

creation of and access to virtual packages in an intercon 
nected content-addressable storage system. Other embodi 
ments herein provide new and novel techniques for control 
ling access to data in a content-addressable storage system. 
Additionally, various embodiments herein provide interfaces 
for different ?lesystems heretofore unavailable in the context 
of content-addressable storage. For example, some of the 
embodiments herein provide a Common Internet File System 
(“CIFS”) interface. In addition, in some embodiments, data is 
protected (e. g., by encryption) as it is moved around the 
cloud, replicated, stored, and/or sent to applications using the 
cloud. 

Details regarding several illustrative preferred embodi 
ments for implementing the system and method described 
herein are described below with reference to the ?gures. At 
times, features of certain embodiments are described below in 
accordance with that which will be understood or appreciated 
by a person of ordinary skill in the art to which the system and 
method described herein pertain. For conciseness and read 
ability, such a “person of ordinary skill in the art” is often 
referred to as a “skilled artisan.” 

It will be apparent to a skilled artisan, in light of this 
disclosure, that the system and method described herein can 
advantageously be implemented using computer software, 
hardware, ?rmware, or any combination of software, hard 
ware, and ?rmware. In one embodiment, the system is imple 
mented as a number of software modules that comprise com 
puter executable code for performing the functions described 
herein. In one embodiment, the computer-executable code is 
executed on one or more general purpose computers. How 
ever, a skilled artisan will appreciate, in light of this disclo 
sure, that any module that can be implemented using software 
to be executed on a general purpose computer can also be 
implemented using a different combination of hardware, soft 
ware, or ?rmware. For example, such a module can be imple 
mented completely in hardware using a combination of inte 
grated circuits. Alternatively or additionally, such a module 
can be implemented completely or partially using specialiZed 
computers designed to perform the particular functions 
described herein rather than by general purpose computers. 
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It Will also be apparent to a skilled artisan, in light of this 
disclosure, that the modules described herein can be com 
bined or divided. For example, a skilled artisan Will appreci 
ate, in light of this disclosure, that any tWo or more modules 
can be combined into one module. Thus, referring to FIG. 1, 
the CAS server 121 and device manager module 141 may be 
combined into a single module that performs the functions of 
both modules. Conversely, any one module can be divided 
into multiple modules. For example, the CAS server 121 can 
be divided into multiple modules such that each individual 
module performs part of the functions of the CAS server 121 
and all of the modules collectively perform all such functions. 

Similarly, a number of databases are described herein. A 
skilled artisan Will appreciate, in light of this disclosure, that 
any tWo or more databases can be combined into one database 
and that any one database can be divided into multiple data 
bases. A skilled artisan Will also appreciate, in light of this 
disclosure, that multiple distributed computing devices can 
be substituted for any one computing device illustrated 
herein. In such distributed embodiments, the functions of the 
one computing device are distributed such that some func 
tions are performed on each of the distributed computing 
devices. 

The foregoing and other variations understood by a skilled 
artisan can be made to the embodiments described herein 
Without departing from the spirit of that Which is disclosed 
herein. With the understanding therefore, that the described 
embodiments are illustrative and that the invention is not 
limited to the described embodiments, certain embodiments 
are described beloW With reference to the draWings. 
Exemplary System 

“Content-addressed storage,” or CAS, as used herein is a 
broad term, encompassing its plain and ordinary meaning, 
and includes techniques by Which a unit of data stored on a 
storage system is accessed using an address that is derived 
from the content of the unit of data. The term “storage iden 
ti?er” is a broad term, encompassing its plain and ordinary 
meaning, including, but not limited to a number, reference, 
pointer, or object that references a memory location, location 
in a CAS or CAS cloud, or other storage location. One type of 
storage identi?er is a “GUID” or “globally unique identi?er.” 
A GUID may be a globally unique identi?er that is made 
sequentially, based on a timestamp, etc. In some embodi 
ments, notWithstanding the potential for collisions, a GUID 
may be created based on a hash (MD5, SHA, etc.). As an 
example, the unit of data may be provided as an input to a 
hashing function Which generates a GUID that is used as the 
content address for the unit of data. When a host computer 
sends a request to a content-addressable storage server to 
retrieve a unit of data, the host provides the content address of 
the unit of data (e.g., a GUID). The storage server then deter 
mines, based on the content address, the physical location of 
the unit of data in the storage server, retrieves the unit of data 
from that location, and returns the unit of data to the host 
computer. As used herein, the term “cloud” is a broad term, 
encompassing its plain and ordinary meaning, including, but 
not limited to “a shared pool of con?gurable computing 
resources (e.g., netWorks, servers, storage, applications, and 
services) that can be rapidly provisioned and released With 
minimal management effort or service provider interaction.” 
As depicted in FIG. 1, Which shoWs a system 100 for 

content-addressable storage, a cloud 110 of content-address 
able storage servers 121-125, may comprise numerous con 
tent-addressable storage servers, and these content-address 
able storage servers may be connected in any number of Ways. 
In some embodiments, each content-addressable storage 
server may be connected to every other content-addressable 
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8 
storage server (not depicted in FIG. 1). In other embodiments, 
each content-addressable storage server may be connected to 
one or more of the other content-addressable storage servers 

in the cloud. Therefore, any communication betWeen tWo 
content-addressable storage servers may be over a direct con 

nection, over a single path via one or more of the other 
content-addressable storage service, or over one or more of 
multiple paths via one or more of the other content-address 
able storage servers. Various direct connections, single path 
connections, and multipath connections, are depicted in FIG. 
1. 
The system 100 may include one or more CAS servers 

121-125. Each of these CAS servers may include or have 
thereto attached one or more storage servers (not pictured). 
The CAS servers may include one or more RAID storage 
systems, cloud storage, tape storage, optical disks, magnetic 
disks, and/ or any other appropriate type of storage. There may 
be any number of CAS servers and each may have any num 
ber of storage systems. TWo or more storage systems may 
reside on the same physical disk or storage, or each storage 
system may reside on one or more disks or other storage 
separate from all of the other storage systems. In some 
embodiments, content stored in a CAS server 121-125 may be 
retrieved based on a GUID and/or based on a search, as 
discussed herein. 
As noted herein, When a CAS server 121-125 receives 

content to store, it may store the content and metadata to the 
storage system. The content may be stored in the same format 
in Which it is received on an attached memory. In some 
embodiments, other storage devices or methods may be used, 
such as ?at ?les, directories, databases, or the like. The meta 
data may be stored in any fashion, including in a database, ?at 
?le, directory of ?les, or the like. In some embodiments, the 
metadata may be stored in XML or other structured ?le as 
plain text and this plain text may be searchable. In some 
embodiments, the metadata is stored in a database, and this 
database may be searchable. 

Also depicted in FIG. 1 are three application modules 
131-133. The application modules 131-133 canbe any type of 
applications that need storage of data, particularly long-term 
storage of data that is not going to change quickly. The appli 
cation modules 131-133, as discussed above, may be medical 
application modules, and these medical application modules 
may need access to medical images, such as X-rays, CT 
scans, MRIs, etc. that have been stored over a period of time. 
The application modules 131-133 may communicate directly 
With the cloud 110. In some embodiments, as depicted in FIG. 
1, application modules 131-133 may communicate With a 
device manager module 141-143, respectively. In some 
embodiments, device manager module 141-143 may provide 
an interface betWeen an application module 131-133 and the 
content-addressable storage cloud 110, thereby providing 
application modules 131-133 With a more traditional data 
interface than they Would have if they Were directly coupled 
to the CAS cloud 110. For example, application modules 
131-133 may be able to request or search for data through the 
device manager module 141-143. Device manager modules 
141-143, on the other hand, may act on that request for that 
search by looking for a global unique identi?er, or GUID, that 
corresponds to the data (perhaps by querying a GUID/Object 
database 151-153). Once the device manager modules 141 
143 have the GUID, they Will be able to request the data 
associated With the GUID either from an attached database 
(not pictured), or from the content-addressable storage cloud 
110. 

For example, if a PACS system 131 requests a particular 
X-ray from device manager module 141, then the device 
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manager module 141 may look up the GUID for that X-ray in 
its GUID/obj ect database 151. Once the device manager 
module 141 has the GUID corresponding to the X-ray, it may 
request the object associated With the GUID from the content 
addressable storage server 121. If the content-addressable 
storage server 121 has the object associated With the GUID, 
then it Will return it to the device manager module 141. If, 
hoWever, content-addressable storage server 121 does not 
have the object associated With the GUID stored locally, then 
it may forWard the request for the GUID to one or more other 
content-addressable storage servers in the cloud 110. Each of 
the content-addressable storage servers to Which the request 
for the ?le associated With the GUID Was sent Will check to 
see if the object associated With the GUID is stored locally to 
it. As Was the case for content-addressable storage server 121, 
these content-addressable storage servers to Which the 
request Was forWarded Will return the object associated With 
the GUID to content-addressable storage server 121, if it is 
stored locally. If the content-addressable storage servers to 
Which the request Was forWarded do not have the object 
associated With the GUID stored locally, then they Will each 
forWard the request to one or more other content-addressable 

storage servers in the cloud 110. This process Will continue 
until one of the content-addressable storage servers in the 
cloud 110 has the object associated With the GUID. Once the 
object associated With the GUID has been located, it Will be 
returned to content-addressable storage server 121. Content 
addressable storage server 121 Will then return the object to 
the device manager module 141, Which Will in turn provide 
the object, in this case a ?le containing an X-ray, to the PACS 
application module 131. 

In various embodiments, after the request for the object 
associated With the GUID has been satis?ed, the object asso 
ciated With the GUID is cached or stored locally at the con 
tent-addressable storage server. Considering the example 
above, once the content-addressable storage server 121 
receives the object associated With the GUID, it may store that 
object locally (e.g., at CAS server 121). As such any subse 
quent request for that GUID made to content-addressable 
storage server 121 may proceed more quickly because the 
object associated With the GUID is already stored locally at 
content-addressable storage server 121. 

Given that storage is ?nite, a content-addressable storage 
server, such as content-addressable storage server 121, may 
not be able to store objects associated With GUIDs inde? 
nitely. Therefore, various techniques for of?oading locally 
stored objects to other content-addressable storage servers in 
the cloud 110 may be used. For example, in some embodi 
ments, after a predetermined amount of time, for example one 
day, one Week, or one month, has passed, an object may be 
“timed out” and of?oaded to another content-addressable 
storage system in the cloud 110. This timeout technique may 
be used alone or in conjunction With other techniques. 
Another technique may be to monitor the quantity or percent 
age of the storage capacity of the content-addressable storage 
server 121 that is currently in use. If a certain threshold 
amount of the storage capacity of the content-addressable 
storage server 121 is in use, then one or more objects may be 
of?oaded to other content-addressable storage systems in the 
cloud 110. The choice of Which objects to o?lload may be 
based on any number of factors, such as the age of the object, 
the siZe of the object, or some combination of the tWo. Many 
techniques are knoWn to those skilled in the art, including 
those that may predict Which objects are likely to be used in 
future. In some embodiments, the less likely an object is to be 
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10 
used in the future, the more likely it should be an object 
chosen to offload onto another content-addressable storage 
system in the cloud 110. 
A user, such as a doctor, may use the shared archive module 

133 to query for particular studies (e.g., all X-rays for a 
particular patient taken in the previous 5 years). The shared 
archive module 133 may forWard the request to the data 
manager module 143. The data manager module 143 may 
look up the GUIDs for the X-rays and request that data from 
the CAS cloud 110. The CAS server 123 may then look 
locally for the data associated With the GUIDs. If the data 
associated With the GUIDs are not there, then the request for 
the GUIDs may be sent into the CAS cloud 110 to obtain the 
data associated With the GUIDs, as above. Once the CAS 
server 123 has the data associated With the requested GUIDs, 
it Will send that data to the data manager module 143, Which 
Will return it to the requesting application, shared archive 
module 133. The user Will then have local access to the data in 
the CAS cloud 110. 

FIG. 1 depicts a shared archive module 133 that has a 
shared archive CAS module 143 and a database 153. FIG. 1 
depicts the database 153 being connected to the shared 
archive CAS module 143, but the database 153 may also be 
directly connected to the shared archive module 133 or con 
nected to both the shared archive CAS module 143 and the 
shared archive module 133. Further, in some embodiments, 
tWo or more of the shared archive module 133, shared archive 
CAS module 143, and database 153 may be combined as a 
single unit or module or may run on a single computer (not 
pictured). 
The high-level overvieW illustrated in FIG. 1 partitions the 

functionality of the overall system into modules for ease of 
explanation. It is to be understood, hoWever, that one or more 
modules may operate as a single unit. Conversely, a single 
module may comprise one or more subcomponents that are 
distributed throughout one or more locations. Further, the 
communication betWeen the modules may occur in a variety 
of Ways, such as hardWare implementations (e. g., over a net 
Work, serial interface, parallel interface, or internal bus), soft 
Ware implementations (e.g., database, DDE, passing vari 
ables), or a combination of hardWare and softWare. 
Event Noti?cation 
Some embodiments alloW users or applications to sub 

scribe to particular event noti?cations. As noted herein, 
DICOM does not provide event noti?cation. Nevertheless, 
users of DICOM and similar protocols and systems may 
desire or need event noti?cation. Using embodiments herein, 
users or applications can subscribe to receive event noti?ca 
tions from the CAS cloud. The event noti?cations may cor 
respond to or be triggered by, events or actions taking place in 
the CAS cloud. For example, turning to FIG. 1, When a PACS 
application 131 stores an X-ray, MRI, or other medical image 
in the content-addressable storage cloud 110, via the data 
manager module 141, that storage action may be associated 
With an event. Other applications, such as application 132 
may subscribe to events of a particular event type, such as the 
storage of X-ray images by the PACS application 131. When 
the PACS application 131 stores the X-ray image to the CAS 
cloud 110, an associated event noti?cation is propagated 
through the CAS cloud 110, as represented by the arroWs in 
the CAS cloud 110. For example, the PACS application 131 
may store data in the cloud 110 via its local CAS server 121. 
Its local CAS server 121 may forWard a related event noti? 
cation to the other CASs in the cloud 110, such as CAS server 
124. CAS server 124 may in turn forWard the event noti?ca 
tion to CAS server 125 and, subsequently, CAS server 125 
may forWard that event noti?cation to CAS server 122. The 
































