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MANAGEMENT OF VIRTUAL PACKAGES OF
MEDICAL DATA IN INTERCONNECTED
CONTENT-ADDRESSABLE STORAGE
SYSTEMS

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims the benefit of U.S. Provisional
Application No. 61/327,556, entitled Management of Inter-
connected Content-Addressable Storage Systems, filed Apr.
23, 2010, which is incorporated by reference herein in its
entirety for all purposes. This application also incorporates by
reference in their entirety for all purposes U.S. application
Ser. No. 13/092,243, filed concurrently herewith, entitled
“Shared Archives in Interconnected Content-Addressable
Storage Systems” to John Canessa et al. and U.S. application
Ser. No. 13/092,229, filed concurrently herewith, entitled
“Event Notification in Interconnected Content-Addressable
Storage Systems” to John Canessa et al.

FIELD

This disclosure relates to content-addressable storage
(CAS) for handling, storing, and distributing medical imag-
ing information and, more specifically, to management of
virtual packages of medical data in interconnected content-
addressable storage systems.

BACKGROUND

Many files stored in computer systems contain data that is
not expected to change over time. In some systems, the per-
centage of files that are expected to remain unchanged can
range up to 90% of all of the stored files. Examples of data and
files that are expected to remain unchanged include medical
images, images of cancelled bank checks, images collected
by oil and gas exploration, surveillance videos, files contain-
ing television news clips, and many types of archival and
historical data. Other files are expected to change regularly,
such as a database file, a word processing document that is
being edited, and any type of file that represents current state,
such as a file holding cumulative email messages as they
arrive.

Stored files must be accessible. Further, they must be
accessible whether it’s the kind of data that changes quickly,
such as a file storing current email, or whether it is the kind of
data that will not change much over time, such as medical
images. CAS technology can be used to store different types
of data including, by way of example, data that does not
change over time. Generally, a “handle” (not necessarily the
location of the file in a directory) or a GUID (globally unique
identifier) is created for each stored object. This handle can be
created based on known techniques, such as hashing.

Current storage systems have a number of issues. The
options for production of groupings of files may be limited.
Another issue with current systems is that the heterogeneous
storage of data (e.g., but a number of different medical imag-
ers and reporting systems), can make accessing stored data
difficult—both because of the distributed nature of the stor-
age and because of the heterogeneous nature of the storage of
the data.

These and other issues are addressed by the embodiments
described herein. Some embodiments address one or more of
these issues, while others address a different subset of issues.
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2
SUMMARY

Embodiments of the systems, methods, and devices
described herein overcome problems of the prior art and
enable management of interconnected content-addressable
storage systems.

Some embodiments include receiving an instruction from a
requestor to produce a virtual package of medical data con-
taining one or more files and data related to the one or more
files. The embodiments may include obtaining the one or
more files from a content-addressable storage system and
determining one or more queryable data items based on the
one or more obtained files. Then queries for related data may
be performed based on the one or more queryable data items
and one or more related data files may be received in response
to the query for the one or more queryable data items. The one
or more files and the one or more related data files may be
stored in a content-addressable storage system, and one or
more storage identifiers for the stored one or more files and
the one or more related data may be received. The virtual
package may include the one or more storage identifiers. The
requestor may be provided with the one or more storage
identifiers for the virtual package. In some embodiments,
later access to the virtual package by users may be controlled
using access control provisions provided as part of the virtual
package request or via another mechanism. Access control
may be provided by the CAS cloud. Numerous other embodi-
ments are described herein.

These and other features and advantages of embodiments
will become apparent from the following description of
embodiments. Neither this summary nor the following
detailed description purports to define the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other features will now be described with refer-
ence to the drawings summarized below. These drawings and
the associated description are provided to illustrate specific
embodiments, and not to limit the scope of the invention.

FIG. 1 illustrates a block diagram of an exemplary embodi-
ment of a system for management of interconnected content-
addressable storage systems.

FIG. 2 is a block diagram representing an exemplary pro-
cess for event notification in a system of interconnected con-
tent-addressable storage systems.

FIG. 3 is ablock diagram representing a second exemplary
process for event notification in a system of interconnected
content-addressable storage systems.

FIG. 4 is a block diagram representing an exemplary pro-
cess for providing a shared archive in a system of intercon-
nected content-addressable storage systems.

FIG. 5 illustrates a second block diagram of an exemplary
embodiment of a system for content sharing with intercon-
nected content-addressable storage systems.

FIG. 6 is a block diagram representing an exemplary pro-
cess for content sharing in a system of interconnected con-
tent-addressable storage systems.

FIG. 7 is a block diagram representing an exemplary pro-
cess for creating and managing virtual packages.

FIG. 8 is a block diagram representing an exemplary data
structure and data in a system of interconnected content-
addressable storage systems.

FIG. 9 is a block diagram representing an exemplary pro-
cess for virtual package management in a system of intercon-
nected content-addressable storage systems.

FIG. 10 illustrates abstract representations of virtual pack-
ages.
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FIG. 11 is a block diagram representing an exemplary
process for access control in a system of interconnected con-
tent-addressable storage systems.

FIG. 12 is a block diagram representing an exemplary
process for providing a file system interface in a system of
interconnected content-addressable storage systems.

FIG. 13 is a block diagram representing an exemplary
process for encryption in a system of interconnected content-
addressable storage systems.

DETAILED DESCRIPTION

Overview

In the following detailed description, references are made
to the accompanying drawings that illustrate specific embodi-
ments in which embodiments may be practiced. Electrical,
mechanical, programmatic, and structural changes may be
made to the embodiments without departing from the spirit
and scope of the disclosure. The following detailed descrip-
tion is, therefore, not to be taken in a limiting sense and the
scope of the disclosure is defined by the appended claims and
their equivalents.

Various embodiments overcome one or more issues with
the prior art. Other embodiments may overcome different
issues with the prior art. For example, some embodiments
overcome issues related to event notification, others: virtual
packages, yet others: shared archives. Some embodiments
overcome more than one issue.

Overview: Event Notification

Some of the embodiments allow applications to subscribe
to “events” that correspond to actions in the CAS cloud. The
actions that may take place in the CAS cloud include, but are
not limited to, the deposition, reading, alteration, or deletion
of data. An application (or user) may subscribe for all such
actions, or for only those related to a particular group, appli-
cation, or individual performing the related action. DICOM
provides no such event notification. Providing this event noti-
fication can simplify the process for an entity to become
aware, for example, of new file about which it is interested,
regardless of where they are deposited in the CAS cloud. In
systems that did not take advantage of event notifications
embodiments herein, learning of new files in which the appli-
cation is interested can be complicated. If a radiology depart-
ment in Virginia wanted to know if there were new X-rays to
analyze from hospitals around the country, then they (e.g., the
IT department in Virginia) might set up polling programs that
would check specific directories at each hospital (and possi-
bly more than one directory at each hospital). Even in a static
national network environment without technical issues, this
would be a cumbersome task—and would likely have many
technical challenges related to communicating through fire-
walls, mixed authentication standards, varieties of network
and communications capabilities, and ensuring compliance
to various standards (e.g., HIPAA or “Health Insurance Port-
ability and Accountability Act”). In a more realistic network
environment, all of those problems would exist, and would be
exacerbated by the ever-changing network topologies,
upgrading of software, storage, and computers, reconfigura-
tion of computers, applications, and the like. In addition, it
may be difficult or impossible for the hospital in Virginia to
obtain access control information from the various hospitals
across the country from which it is polling data. As an
example of something that would almost certainly happen
without the hospital in Virginia’s knowledge: a software
administrator at one of the target hospitals changing the direc-
tory to which a PACS machine was storing X-rays (possibly
to provide more storage). As a result, the polling software in

20

25

30

35

40

45

50

55

60

65

4
Virginia might either stop working (e.g., if the previous direc-
tory disappeared) or not have visibility into updates (e.g.,
because the new X-rays were being stored elsewhere).

These issues are overcome by some of the embodiments of
event notification in a CAS cloud discussed herein. For
example, a radiology department’s application may subscribe
to the deposition of medical images by PACS machines into a
particular file directory (perhaps mirrored to the CAS cloud
as a bitfile)—or deposited directly into the CAS cloud. Those
events may signal that the medical images should be analyzed
by the team in Virginia. The team in Virginia receives those
notifications without needing to perform the technical con-
nection to the computer or server that deposited the files—and
without checking any directories. Further, the hospital in
Virginia would receive event notification based on any events
in that group (or any group to which subscribes). Further, as
discussed with respect to embodiments herein, the CAS cloud
can even provide the necessary access control. Related
examples are discussed more below with respect to FIG. 4.

Overview: Shared Archive and Related Data

Systems that do not provide a shared archive with search-
ing, and automatic related data searching, are inefficient and
may be difficult and time consuming to use. Consider a net-
work of DICOM servers that are all running independent of
each other and store their files separately. Since DICOM does
not provide a shared archive among DICOM servers, when a
doctor wanted to find all of the medical images and reports
related to a particular patent, particular examination, etc., the
doctor would log into a DICOM server and search for files.
Certain files would be returned, but the doctor would have no
way of knowing if there were additional files to be found on
other DICOM servers, some of which the doctor may not even
know about. Additionally, the separate DICOM (or other
types of) servers may each have their own identifiers for
patients that the doctor may not be aware of. Each server may
also have separate access control (e.g., user name and pass-
word)—and the doctor may not have log-in or other access
information for each server. It would be difficult, extremely
time consuming, and in many instances, impossible for the
doctor to obtain patient data from all of these servers.

Some embodiments herein provide parsing and archiving
of data stored in the CAS cloud, and later search and retrieval
of that data, the underlying files, and related data. The data
may be stored to, for example, a network-attached storage
(NAS) or other computer hard drive by a PACS machine, and
simultaneously or subsequently copied to the CAS cloud.
PACS machines may write data to drives as single files, often
called “blobs.” The CAS cloud, regardless of make or model
of the PACS machine, will parse the information newly-
written to the CAS cloud and add the information for the
written data to the archive. For example, consider a PACS
machine that writes a blob to its NAS drive that contains two
X-rays and an MRI image with corresponding DICOM head-
ers. An application connected to the CAS cloud, upon copy-
ing the file from the NAS drive, will parse the DICOM head-
ers and store reference to that file and metadata (from the
DICOM headers) in an archive. Embodiments of metadata
management for metadata management are given in U.S.
patent application Ser. No. 12/605,036, which is hereby
incorporated by reference in its entirety for all purposes.

Often image and other medical files have metadata associ-
ated therewith, which may be termed “related metadata.” The
term “metadata” as used herein is a broad term encompassing
its plain and ordinary meaning, including but not limited to
“data or a set of data that provides information about the data
with which it is associated.” For example, an X-ray or ultra-
sound file may have metadata attached thereto (e.g., as a
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DICOM header or XDS-I header) that describes the X-ray.
The metadata may be stored in a structured header, as plain
text, etc. Further, some files may contain metadata. For
example, an analysis or report may contain metadata as part of
the analysis or report (e.g., patient name, data, patient iden-
tifier, etc.).

A user with appropriate permissions could search the
archive and find (and retrieve) the X-rays and/orthe MRI. The
user could also search for and retrieve data that had been
stored by other PACS machines, ultrasound machines, etc.
Additionally, the shared archive can look for related data. For
example, if the doctor input a patient identifier for the search,
the shared archive may look up that patient identifier in a
master patient index to find equivalent entries. The shared
archive could then look up related data based on the other
patient identifiers from the master patient index. Further, the
shared archive may look up related data that is obtained based
on data that is retrieved as part of the search. For example, if
a query was for ‘all data on a patient’ (and assuming proper
privileges for all data), the first response may be for a particu-
lar study. The study will have a unique identifier. The shared
archive could then automatically query for all data related to
that study number. One of the results of for the study number
query may indicate that the patient previously had a different
patient identifier. The shared archive could then look up all
data for that previous identifier. This process may continue
until all appropriate related data is found. In this way, a shared
archive with related data search not only collects all of the
related data in a way that it may be homogeneously searched,
but also provides a way to find related data for queries.

Asusedherein, the term “patient identifier” is a broad term,
encompassing its plain and ordinary meaning, including, but
not limited to, “a number, reference, or code that represents a
patient in a data system, such as a database, PACS, DICOM
message, etc.” For example, patient identifiers may include
name, social security number, system-specific patient num-
ber, Unique Patient Identifier, patient account number, etc.
Patient identifiers may also be a combination of one or more
of'these. For example, a patient identifier may be a combina-
tion of patient name and social security number. Patient iden-
tifiers may also be unique to a patient across an organization,
enterprise, nation, or all system (universal or global).

Overview: Virtual Packages

Grouping data can be difficult in medical systems, yet it is
very important. If a doctor would like to group all of the data
related to a particular patient, study, series, etc., that doctor
would have to find all of the files and burn themto a CD, DVD,
or, more likely, numerous CDs or DVDs. In current systems,
all of this data may be stored on separate PACS systems,
DICOM servers, etc. As noted above and elsewhere herein,
merely finding the data that the doctor would like to store
package together is difficult or impossible in most systems.
Finding the data may require translating patient identifiers
from those used in one system to those used in another,
mapping accession numbers, manipulating the use of certain
data records, etc. Further, these difficulties may be encoun-
tered for each server (e.g., a DICOM server or PACS server).
For example, a doctor may not even know on which PACS,
DICOM, or other server data resides. Even if the doctor knew
on which server data resides, the doctor may not be able to
find data related to a particular patient, study, series, etc.
Further, even if the doctor could find all of this data, she may
not be able to store the data to a single CD or DVD. Further,
CDs and DVDs can get destroyed, lost, or, worse, fall into the
wrong hands. Additionally, the person distributing the pack-
age of files may not be able to control the access to the files in
the virtual package over time. For example, once a CD or
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DVD is distributed, even if it has embedded access control,
that embedded access control would be static and could not
change over time.

Embodiments of virtual packages herein overcome one or
more these issues. In creating a virtual package, a doctor may
chose to include related data, and, as described elsewhere
herein, related data may be automatically discovered and
retrieved in a manner that, in many cases, might not be pos-
sible for the doctor to do alone. Further, after the virtual
package is made and stored in the virtual archive, the doctor
can distribute the virtual package without concern for the size
of'the underlying files. Instead, the virtual package provides a
smaller and much more manageable set of data than the
underlying files. Additionally, the doctor need not be as con-
cerned with ensuring proper access control. The CAS system
provides access control for the files therein, including those in
the virtual package. Further, the CAS system can provide
access control that varies over time. As discussed in more
detail below, access control is being implemented by the CAS
system at the time that the files are being accessed. As such, if
the access control needs to change over time (e.g., if a mal-
practice suit was brought, access to data related to that suite
may be restricted, monitored, etc.), the CAS can provide that
changing access control.

Further Overview

Some embodiments herein cover new approaches for the
creation of and access to virtual packages in an intercon-
nected content-addressable storage system. Other embodi-
ments herein provide new and novel techniques for control-
ling access to data in a content-addressable storage system.
Additionally, various embodiments herein provide interfaces
for different filesystems heretofore unavailable in the context
of content-addressable storage. For example, some of the
embodiments herein provide a Common Internet File System
(“CIFS”) interface. In addition, in some embodiments, data is
protected (e.g., by encryption) as it is moved around the
cloud, replicated, stored, and/or sent to applications using the
cloud.

Details regarding several illustrative preferred embodi-
ments for implementing the system and method described
herein are described below with reference to the figures. At
times, features of certain embodiments are described below in
accordance with that which will be understood or appreciated
by a person of ordinary skill in the art to which the system and
method described herein pertain. For conciseness and read-
ability, such a “person of ordinary skill in the art” is often
referred to as a “skilled artisan.”

It will be apparent to a skilled artisan, in light of this
disclosure, that the system and method described herein can
advantageously be implemented using computer software,
hardware, firmware, or any combination of software, hard-
ware, and firmware. In one embodiment, the system is imple-
mented as a number of software modules that comprise com-
puter executable code for performing the functions described
herein. In one embodiment, the computer-executable code is
executed on one or more general purpose computers. How-
ever, a skilled artisan will appreciate, in light of this disclo-
sure, that any module that can be implemented using software
to be executed on a general purpose computer can also be
implemented using a different combination of hardware, soft-
ware, or firmware. For example, such a module can be imple-
mented completely in hardware using a combination of inte-
grated circuits. Alternatively or additionally, such a module
can be implemented completely or partially using specialized
computers designed to perform the particular functions
described herein rather than by general purpose computers.
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It will also be apparent to a skilled artisan, in light of this
disclosure, that the modules described herein can be com-
bined or divided. For example, a skilled artisan will appreci-
ate, in light of this disclosure, that any two or more modules
can be combined into one module. Thus, referring to FIG. 1,
the CAS server 121 and device manager module 141 may be
combined into a single module that performs the functions of
both modules. Conversely, any one module can be divided
into multiple modules. For example, the CAS server 121 can
be divided into multiple modules such that each individual
module performs part of the functions of the CAS server 121
and all of the modules collectively perform all such functions.

Similarly, a number of databases are described herein. A
skilled artisan will appreciate, in light of this disclosure, that
any two or more databases can be combined into one database
and that any one database can be divided into multiple data-
bases. A skilled artisan will also appreciate, in light of this
disclosure, that multiple distributed computing devices can
be substituted for any one computing device illustrated
herein. In such distributed embodiments, the functions of the
one computing device are distributed such that some func-
tions are performed on each of the distributed computing
devices.

The foregoing and other variations understood by a skilled
artisan can be made to the embodiments described herein
without departing from the spirit of that which is disclosed
herein. With the understanding therefore, that the described
embodiments are illustrative and that the invention is not
limited to the described embodiments, certain embodiments
are described below with reference to the drawings.
Exemplary System

“Content-addressed storage,” or CAS, as used herein is a
broad term, encompassing its plain and ordinary meaning,
and includes techniques by which a unit of data stored on a
storage system is accessed using an address that is derived
from the content of the unit of data. The term “storage iden-
tifier” is a broad term, encompassing its plain and ordinary
meaning, including, but not limited to a number, reference,
pointer, or object that references a memory location, location
in a CAS or CAS cloud, or other storage location. One type of
storage identifier is a “GUID” or “globally unique identifier.”
A GUID may be a globally unique identifier that is made
sequentially, based on a timestamp, etc. In some embodi-
ments, notwithstanding the potential for collisions, a GUID
may be created based on a hash (MDS5, SHA, etc.). As an
example, the unit of data may be provided as an input to a
hashing function which generates a GUID that is used as the
content address for the unit of data. When a host computer
sends a request to a content-addressable storage server to
retrieve a unit of data, the host provides the content address of
the unit of data (e.g., a GUID). The storage server then deter-
mines, based on the content address, the physical location of
the unit of data in the storage server, retrieves the unit of data
from that location, and returns the unit of data to the host
computer. As used herein, the term “cloud” is a broad term,
encompassing its plain and ordinary meaning, including, but
not limited to “a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with
minimal management effort or service provider interaction.”

As depicted in FIG. 1, which shows a system 100 for
content-addressable storage, a cloud 110 of content-address-
able storage servers 121-125, may comprise numerous con-
tent-addressable storage servers, and these content-address-
able storage servers may be connected in any number of ways.
In some embodiments, each content-addressable storage
server may be connected to every other content-addressable
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storage server (not depicted in FIG. 1). In other embodiments,
each content-addressable storage server may be connected to
one or more of the other content-addressable storage servers
in the cloud. Therefore, any communication between two
content-addressable storage servers may be over a direct con-
nection, over a single path via one or more of the other
content-addressable storage service, or over one or more of
multiple paths via one or more of the other content-address-
able storage servers. Various direct connections, single path
connections, and multipath connections, are depicted in FIG.
1.

The system 100 may include one or more CAS servers
121-125. Each of these CAS servers may include or have
thereto attached one or more storage servers (not pictured).
The CAS servers may include one or more RAID storage
systems, cloud storage, tape storage, optical disks, magnetic
disks, and/or any other appropriate type of storage. There may
be any number of CAS servers and each may have any num-
ber of storage systems. Two or more storage systems may
reside on the same physical disk or storage, or each storage
system may reside on one or more disks or other storage
separate from all of the other storage systems. In some
embodiments, content stored in a CAS server 121-125 may be
retrieved based on a GUID and/or based on a search, as
discussed herein.

As noted herein, when a CAS server 121-125 receives
content to store, it may store the content and metadata to the
storage system. The content may be stored in the same format
in which it is received on an attached memory. In some
embodiments, other storage devices or methods may be used,
such as flat files, directories, databases, or the like. The meta-
data may be stored in any fashion, including in a database, flat
file, directory of files, or the like. In some embodiments, the
metadata may be stored in XML or other structured file as
plain text and this plain text may be searchable. In some
embodiments, the metadata is stored in a database, and this
database may be searchable.

Also depicted in FIG. 1 are three application modules
131-133. The application modules 131-133 can be any type of
applications that need storage of data, particularly long-term
storage of data that is not going to change quickly. The appli-
cation modules 131-133, as discussed above, may be medical
application modules, and these medical application modules
may need access to medical images, such as X-rays, CT
scans, MRIs, etc. that have been stored over a period of time.
The application modules 131-133 may communicate directly
withthe cloud 110. In some embodiments, as depicted in FI1G.
1, application modules 131-133 may communicate with a
device manager module 141-143, respectively. In some
embodiments, device manager module 141-143 may provide
an interface between an application module 131-133 and the
content-addressable storage cloud 110, thereby providing
application modules 131-133 with a more traditional data
interface than they would have if they were directly coupled
to the CAS cloud 110. For example, application modules
131-133 may be able to request or search for data through the
device manager module 141-143. Device manager modules
141-143, on the other hand, may act on that request for that
search by looking for a global unique identifier, or GUID, that
corresponds to the data (perhaps by querying a GUID/Object
database 151-153). Once the device manager modules 141-
143 have the GUID, they will be able to request the data
associated with the GUID either from an attached database
(not pictured), or from the content-addressable storage cloud
110.

For example, if a PACS system 131 requests a particular
X-ray from device manager module 141, then the device
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manager module 141 may look up the GUID for that X-ray in
its GUID/object database 151. Once the device manager
module 141 has the GUID corresponding to the X-ray, it may
request the object associated with the GUID from the content-
addressable storage server 121. If the content-addressable
storage server 121 has the object associated with the GUID,
then it will return it to the device manager module 141. If,
however, content-addressable storage server 121 does not
have the object associated with the GUID stored locally, then
it may forward the request for the GUID to one or more other
content-addressable storage servers in the cloud 110. Each of
the content-addressable storage servers to which the request
for the file associated with the GUID was sent will check to
see if the object associated with the GUID is stored locally to
it. As was the case for content-addressable storage server 121,
these content-addressable storage servers to which the
request was forwarded will return the object associated with
the GUID to content-addressable storage server 121, if it is
stored locally. If the content-addressable storage servers to
which the request was forwarded do not have the object
associated with the GUID stored locally, then they will each
forward the request to one or more other content-addressable
storage servers in the cloud 110. This process will continue
until one of the content-addressable storage servers in the
cloud 110 has the object associated with the GUID. Once the
object associated with the GUID has been located, it will be
returned to content-addressable storage server 121. Content-
addressable storage server 121 will then return the object to
the device manager module 141, which will in turn provide
the object, in this case a file containing an X-ray, to the PACS
application module 131.

In various embodiments, after the request for the object
associated with the GUID has been satisfied, the object asso-
ciated with the GUID is cached or stored locally at the con-
tent-addressable storage server. Considering the example
above, once the content-addressable storage server 121
receives the object associated with the GUID, it may store that
object locally (e.g., at CAS server 121). As such any subse-
quent request for that GUID made to content-addressable
storage server 121 may proceed more quickly because the
object associated with the GUID is already stored locally at
content-addressable storage server 121.

Given that storage is finite, a content-addressable storage
server, such as content-addressable storage server 121, may
not be able to store objects associated with GUIDs indefi-
nitely. Therefore, various techniques for offloading locally-
stored objects to other content-addressable storage servers in
the cloud 110 may be used. For example, in some embodi-
ments, after a predetermined amount of time, for example one
day, one week, or one month, has passed, an object may be
“timed out” and offloaded to another content-addressable
storage system in the cloud 110. This timeout technique may
be used alone or in conjunction with other techniques.
Another technique may be to monitor the quantity or percent-
age of'the storage capacity of the content-addressable storage
server 121 that is currently in use. If a certain threshold
amount of the storage capacity of the content-addressable
storage server 121 is in use, then one or more objects may be
offloaded to other content-addressable storage systems in the
cloud 110. The choice of which objects to offload may be
based on any number of factors, such as the age of the object,
the size of the object, or some combination of the two. Many
techniques are known to those skilled in the art, including
those that may predict which objects are likely to be used in
future. In some embodiments, the less likely an objectis to be
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used in the future, the more likely it should be an object
chosen to offload onto another content-addressable storage
system in the cloud 110.

A user, such as a doctor, may use the shared archive module
133 to query for particular studies (e.g., all X-rays for a
particular patient taken in the previous 5 years). The shared
archive module 133 may forward the request to the data
manager module 143. The data manager module 143 may
look up the GUIDs for the X-rays and request that data from
the CAS cloud 110. The CAS server 123 may then look
locally for the data associated with the GUIDs. If the data
associated with the GUIDs are not there, then the request for
the GUIDs may be sent into the CAS cloud 110 to obtain the
data associated with the GUIDs, as above. Once the CAS
server 123 has the data associated with the requested GUIDs,
it will send that data to the data manager module 143, which
will return it to the requesting application, shared archive
module 133. The user will then have local access to the data in
the CAS cloud 110.

FIG. 1 depicts a shared archive module 133 that has a
shared archive CAS module 143 and a database 153. FIG. 1
depicts the database 153 being connected to the shared
archive CAS module 143, but the database 153 may also be
directly connected to the shared archive module 133 or con-
nected to both the shared archive CAS module 143 and the
shared archive module 133. Further, in some embodiments,
two or more of the shared archive module 133, shared archive
CAS module 143, and database 153 may be combined as a
single unit or module or may run on a single computer (not
pictured).

The high-level overview illustrated in FIG. 1 partitions the
functionality of the overall system into modules for ease of
explanation. It is to be understood, however, that one or more
modules may operate as a single unit. Conversely, a single
module may comprise one or more subcomponents that are
distributed throughout one or more locations. Further, the
communication between the modules may occur in a variety
of ways, such as hardware implementations (e.g., over a net-
work, serial interface, parallel interface, or internal bus), soft-
ware implementations (e.g., database, DDE, passing vari-
ables), or a combination of hardware and software.

Event Notification

Some embodiments allow users or applications to sub-
scribe to particular event notifications. As noted herein,
DICOM does not provide event notification. Nevertheless,
users of DICOM and similar protocols and systems may
desire or need event notification. Using embodiments herein,
users or applications can subscribe to receive event notifica-
tions from the CAS cloud. The event notifications may cor-
respond to or be triggered by, events or actions taking place in
the CAS cloud. For example, turning to FIG. 1, when a PACS
application 131 stores an X-ray, MR, or other medical image
in the content-addressable storage cloud 110, via the data
manager module 141, that storage action may be associated
with an event. Other applications, such as application 132
may subscribe to events of a particular event type, such as the
storage of X-ray images by the PACS application 131. When
the PACS application 131 stores the X-ray image to the CAS
cloud 110, an associated event notification is propagated
through the CAS cloud 110, as represented by the arrows in
the CAS cloud 110. For example, the PACS application 131
may store data in the cloud 110 via its local CAS server 121.
Its local CAS server 121 may forward a related event notifi-
cation to the other CASs in the cloud 110, such as CAS server
124. CAS server 124 may in turn forward the event notifica-
tion to CAS server 125 and, subsequently, CAS server 125
may forward that event notification to CAS server 122. The



US 8,407,244 B2

11

device manager module 142 or the application 132 may then
receive the event notification from CAS server 122. In order
to receive the notification, the application 132 may commu-
nicate directly with CAS server 122 or to device manager
module 142 which may in turn speak to CAS server 122.
Various other embodiments of event notification automation
are described herein.

As used herein, the term “event notification” is a broad
term, encompassing its plain and ordinary meaning, includ-
ing, but not limited a notification that a particular event has
taken place. The types of notifications and their delivery are
discussed herein. The term “event” as used herein is a broad
term, encompassing its plain and ordinary meaning, includ-
ing, but not limited to, execution or performance of a particu-
lar action with respect to data in a CAS cloud or with respect
to the CAS cloud itself. Particular examples of events are
described herein.

FIG. 2 is a flow diagram depicting a method 200 for event
notification automation. In block 210, a first system sub-
scribes to an event notification for an event group “G.’
Returning again to FIG. 1, the first system may be, for
example, application 132. The group G may represent any
type of group for which application 132 may want to receive
event notifications. For example, the group G may correspond
to all events for a particular department in a hospital, for a
particular hospital, for a particular doctor for all medical
images of a certain type, such as X-rays, MRIs, etc.—or any
other appropriate grouping. The group G may be defined by
any combination of one or more of patient identity, doctor
identity, hospital department, hospital, timing, or any other
appropriate aspect. The types of events in group G may also
be limited to data being written to the CAS cloud 110, data
being modified in the CAS cloud 110, and/or data being
deleted from the CAS cloud 110. Additional grouping char-
acteristics for event types for a group may also include, for
example, storage, retrieval, migration, reloading, deleting,
getting properties, changing groups, duplicating bit file, burn-
ing a volume, any check or analysis on the CAS cloud, any
synchronization or action such as a shutdown initialization,
purging in the CAS cloud, etc. In addition, application 132
may subscribe to events associated with all actions inthe CAS
cloud 110. Turning to specific examples of notifications, in
some embodiments, all event notifications have a Group 1D
(e.g., event group “G” discussed above) and GUID in the
body of the notification. An application or server may check
all newly-arrived event notifications and find those to which it
is subscribed by matching or filtering for the Group IDs in
which it is interested.

Method 200 depicts only a single event notification sub-
scription. Nonetheless, systems may subscribe to event noti-
fications for additional actions and/or for different groups
other than group G. Various embodiments will allow the first
subscriber system to subscribe to event notifications for mul-
tiple groups and for multiple event types and perform the
subsequent blocks 220-240 and optionally 250 for those other
event notifications. For example, application 132 may sub-
scribe to events related to all deletions of X-ray files from a
particular hospital, all additions of X-ray files from a particu-
lar hospital, and/or all maintenance issues with the CAS
cloud.

After the first system subscribes to event notifications for
group G in block 210, a second system performs an event that
triggers an event notification for group G in block 220. For
example, if application 132 subscribed to events for X-rays
being written to the CAS cloud at a particular hospital in
block 210, and PACS application 131 triggers an event in that
group by writing an X-ray to the CAS cloud from that par-
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ticular hospital in block 220. That event notification would
get propagated through the CAS cloud 110 to CAS server 122
as part of block 230.

The forwarding of event notifications in the CAS cloud in
block 230 can take many forms in various embodiments. For
example, turning to FIG. 1, each CAS server 121-125 may
forward the event notifications to every CAS server 121-125
to which it is connected unless it is the CAS server 121-125
from which it received the event notification. In this way,
CAS server 121 would forward the event notification to CAS
server 124 as well as any other CAS servers to which it is
attached. CAS server 124 would then forward the event noti-
fication to all CAS servers 123, 125, and any others to which
it is connected other than CAS server 121, from which it
received the event notification originally. Subsequently, each
receiving CAS server will forward it to its other neighbors
until all CAS servers in the cloud have received the event
notification. In other embodiments, the CAS servers may
form a tree or hierarchy which defines to which neighboring
CAS servers each CAS server should forward the message,
thereby eliminating some or all duplicate event notifications
being received at CAS servers in the CAS cloud 110.

In some embodiments, each event notification has associ-
ated with it an identifier or signature. That identifier or sig-
nature may allow a CAS server 121-125 in cloud 110 to
identify if the CAS server 121-125 has received a duplicate
event notification. Where appropriate, embodiments ignore
duplicate event notifications and provide only the first of
duplicate event notifications to subscribers. The CAS servers
121-125 may also forward only the first event notification
received and, upon checking the unique identified with sub-
sequent event notifications, not forward any duplicate event
notifications to its neighboring CAS servers in the cloud 110.
An event notification may include a reference (e.g., a GUID)
to the data associated with the action that was performed as
well as a group 1D, timing, identity, and/or the type of event.

After the event notification is forwarded to the CAS cloud
in block 230, the first system will receive the event notifica-
tion for the event in block 240. The first system may receive
the event notification by performing a polling action, such as
running a recurrent script or a program that monitors events in
the CAS cloud. For example, an application 132 may run a
program that continually monitors a location associated with
storing new event notifications in CAS server 122. When a
new notification arrives, the application 132 or the event
monitoring program may compare the incoming notifica-
tion’s group 1D with the group IDs for which application 132
has subscriptions. If a matching group ID is found, then the
application 132 is then aware of the new event notification. In
some embodiments, the CAS server 122 and/or another appli-
cationinthe CAS cloud 110 may have a subscription manager
(not depicted in FIG. 1), which will push events to a device
manager module 142 or an application 132 in orderto provide
application 132 with updates on events for which it has sub-
scriptions. In such an embodiment, the subscription manager
will check on newly arrived events in the CAS cloud 110 and
check the group IDs against the subscriptions of application
132 and/or device manager module 142. If a matching group
1D is found, the subscription manager will send the event to
application 132 and/or device manager module 142.

After the first system receives event notification for the
event related to the action performed by the second system in
block 240, the first system may, optionally, retrieve data
effected by or associated with the event from the CAS cloud
110. For example, if application 132 has subscribed to a group
of events associated with the PACS application 131 writing
X-rays to the cloud 110, then upon the PACS application
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writing an X-ray to the cloud 110, application 132 should
receive a notice (blocks 210-240). Application 132 may then
retrieve the GUID from the event notification and retrieve the
data associated with the event from the CAS using the GUID.
Application 132 can then retrieve the X-ray in block 250. A
subscription module may also automatically retrieve the data
associated with the event and send it to application 132 and/or
device manager module 142. As noted above, retrieving data
from a CAS cloud 110 may involve querying the device
manager module 142 or the application 132 may be able to
request the file corresponding to the GUID directly from the
CAS cloud 110.

Event notification embodiments herein may be imple-
mented as a parallel to or as part of an implementation of the
HL-7 standard. For example, event notification may be imple-
mented to represent Instance Availability Notifications to the
systems using IRE/HL-7. The HL-7 Instance Availability
Notification may be implemented, for instance, using the
event notification in the CAS as described herein. The storage
of a file in the CAS cloud may trigger an event notification,
sent as an Instance Availability Notification. The event noti-
fication may notify interested workflow actors (such as an
IRE Department System Scheduler/Order Filler, Post-Pro-
cessing Manager and Report Manager, etc.) about the avail-
ability status of data in the CAS. The messages may be sent
using an HL-7 Observation Results Unsolicited message,
Medical Document Management message, or any other
appropriate message type.

Example Workflow Using Event Notification

FIG. 3 illustrates an abstract representation of an example
workflow for two medical service providers connected to a
content-addressable storage server cloud. The first hospital is
in California and the second is associated with a radiology
department in Virginia, both of which may be connected to
the same CAS cloud 110 in FIG. 1. The hospital in California
subscribes to receive event Group “VA” event notifications in
block 310. The Group VA event notifications may be, for
example, when the group in Virginia has stored reports on
analysis of medical imagery in the content-addressable stor-
age cloud. The radiology department in Virginia, on the other
hand, may subscribe to receive event Group “CA” event noti-
fications in block 311. The Group CA may correspond to
X-rays being deposited or stored in the CAS cloud. After the
two medical service providers have subscribed to events, they
may later receive event notifications, as represented by the
two dashed arrows in FIG. 3. In the example below, the
California hospital performs an X-ray, the Radiology Depart-
ment in Virginia analyzes the X-ray, and the California hos-
pital receives a notification of that analysis. Many other work-
flows are also possible with embodiments herein. Different
imagery may be used (MRI, ultrasound, etc.) or no imagery
may be used at all. For example, the events and workflows
may be related to analysis of written reports, proofreading
transcription, or any other appropriate workflow or analysis.

In block 320, an X-ray is performed at the hospital in
California. The X-ray may be performed using any known
means, technique, or method. Inblock 330, the X-ray is stored
in the content-addressable storage server cloud thereby trig-
gering a Group CA event notification. Storing the X-ray to a
CAS server or cloud may include writing it to a CAS server or
cloud directly using a CAS interface, writing to a directory
that is mirrored to a CAS server or cloud, writing to a file
system interface that interfaces with the CAS server or cloud,
or any other appropriate method, system, or technique. For
example, referring to FIG. 1, a PACS application 131 or a
device manager module 141 may write the X-ray to a NAS or
other directory, which may then mirror the X-ray to the CAS
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server or cloud (possibly with header or other files or infor-
mation as part of the same file). “Mirroring” a folder or
directory to the CAS cloud 110 may take many forms, includ-
ing replicating the folder as a single bit file in the CAS cloud
110 or individual files in the directory may be stored in the
CAS cloud 110 and the structure of the folder (e.g., mapping
of GUIDs for particular files to corresponding directories)
may be stored separately (e.g., also in the CAS cloud 110 or
at PACS application 131 or device manager module 141).

Triggering the Group CA event may include content-ad-
dressable storage systems that are interconnected in a CAS
cloud 110 forwarding the events until each content-address-
able storage system in the CAS cloud 110 has received the
event notification or at the very least until a CAS server
connected to the radiology department in Virginia receives
the event notification. Numerous examples of generating or
triggering event notifications are described in detail else-
where herein.

Inblock 340, the radiology department in Virginia receives
the Group CA event notification. Receiving that notification
may spawn under number of workflows including emailing a
radiologist, populating a database or to-do list at a radiolo-
gist’s workstation, inserting an X-ray into a radiology work-
flow or queue, etc. In this way a radiologist may be able
notified that a new X-ray, is available and needs analysis.

In some embodiments, block 350 may include manually or
automatically retrieving the X-ray from the CAS server or
cloud after the event notification is received. Block 350 may
also include the radiologist performing analysis of the X-ray.
After analyzing the received X-ray, the radiologist may store
a report on that analysis into the content-addressable storage
system or cloud, thereby triggering a Group VA event notifi-
cation in block 360. The report may include the radiologist’s
opinion, analysis, annotations, or any other information or
work product that has been made by the radiologist. As
described elsewhere herein, storing to a CAS server or cloud
may include writing the report to a directory and that direc-
tory being copied to the content-addressable storage server;
writing to a network attached storage system, where that
network attached storage system operating as an interface for
the content-addressable storage system; storing the report
directly to a CAS server via a CAS interface or to the cloud;
or any other appropriate writing means or technique. Refer-
ring to FIG. 1, either an application 132 or a device manager
module 142 may control the writing of the report to the CAS
server 122 or CAS cloud 110.

The Group VA event notification generated by the radiolo-
gist’s report being stored on the content-addressable storage
server or cloud (block 360) is propagated through the content-
addressable storage server cloud and received at the hospital
in California in block 370. Receiving the Group VA event
notification in block 370 may spawn another workflow or
actions, such as sending an email to an appropriate doctor,
team of doctors, administrators, or other practitioners, etc.
Receiving the Group VA event notification in block 370 may
be followed by storing an indication of the event in a database,
file, or queue. Any other appropriate notifications or actions
may be taken based on the receipt of the Group VA event
notification.

Once the event notification is received in block 370, the
report or analysis may be retrieved in block 380. The report
may be retrieved in any appropriate manner, including those
techniques discussed herein. For example, a doctor may
retrieve the report from the CAS cloud 110 based on the
GUID in the Group VA event notification using an application
131-133. The application may, in turn, use the data manager
module 141-143 to retrieve the report stored from the CAS
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cloud 110. Regardless of which way the report or analysis is
retrieved, the doctor may then review the analysis and con-
tinue patient care. From there the doctor may be able to
review that analysis and discuss it with a patient as appropri-
ate. For example, using the techniques of FIG. 3, the doctor
who originally performed the X-ray in California may later
receive an email that the radiology department in Virginia
analyzed the X-ray and can now retrieve and review the report
with the patient.

Numerous other workflows or methods may be performed
using various embodiments herein. Those embodiments may
incorporate complex workflows and notifications associated
with each block in the workflow in order to trigger further
action, such as depicted in method 300 of FIG. 3. For
example, a technician may perform an ultrasound and store
the ultrasound data in the content-addressable storage server
cloud. Storage of that ultrasound data may generate an event
for a radiology department to analyze it. The analysis may
then be performed, and a report on the analysis stored in the
content-addressable storage server cloud, thereby generating
its own event notification. A doctor may then be notified of
that the report on the ultrasound is ready for review. The
doctor may retrieve the ultrasound data and related report
from the content-addressable storage server cloud and per-
form further review on the ultrasound and the report. The
doctor may then discuss the report or findings with the patient
and possibly perform another ultrasound. This further ultra-
sound may again be deposited in the CAS, which will again
trigger the radiology department to perform analysis. And the
workflow may be extended and/or repeated.

Shared Archive

Embodiments herein provide a shared archive in an inter-
connected content-addressable storage system. For example,
looking at FIG. 1, an application 132 and a PACS application
131 may each store information in a content-addressable
storage server cloud 110. Upon storage of information in the
content-addressable storage server cloud 110, an application,
such as shared archive module 133 or shared archive CAS
module 143, may parse the incoming files being stored in the
content-addressable storage server cloud 110. Upon parsing
these incoming files, the shared archive may extract informa-
tion from the metadata in those files and store the information
(perhaps database 153). As used herein and in this context, the
term “information” is a broad term, encompassing its plain
and ordinary meaning, including, but not limited to “data or
metadata in a parsed or otherwise accessible form.” For
example, when metadata is parsed, the information from the
metadata may be accessible, for example, in RAM in a data
structure, as entries in a database, etc.

At a later time, a user (not pictured in FIG. 1) may access
the shared archive module 133 and query for files stored in the
CAS cloud 110. The query may be for a particular type of
image, such as an MRI image, a particular patient, a particular
doctor, or a particular hospital. Upon receiving the query, the
shared archive may search the database 153 for records that
match the query and related data. The shared archive module
133 may then return results to the requester (e.g., the one that
sent the query) in the form of GUIDs for the files that corre-
spond to the metadata. The response to the query may be the
metadata itself, a report on the metadata, or any other appro-
priate information related to the metadata. In some embodi-
ments, the shared archive may return all or a part of the file(s)
matching the query.

Turning now to FIG. 4, a flow diagram depicts a method
400 for providing a shared archive. In block 410, a PACS
machine stores a file containing medical data (such as imag-
ing data) and related metadata to a disk drive, such as a
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network-attached storage drive. In this particular embodi-
ment, the network-attached storage drive is mirrored to the
CAS cloud as part of block 410. This is represented with the
mirroring interface 471 depicted in FIG. 4. Mirroring a direc-
tory or drive may include copying all files from one or more
directories onto other drives (or into other directories).
Redundant Array of Independent Disks (RAID) is one
example of using mirroring techniques. If a local or net-
worked drive (or directory) is mirrored to the CAS, then as
files are copied to that drive (or directory) are copied to the
CAS. For example, turning to FIG. 1, if a PACS application
131 stores a file to a mirrored directory, the data manager
module 141 may then copy that file from the mirrored direc-
tory to CAS server 121, which will return a GUID for the file.
The GUID may be stored in the GUID/OBIJ database 151
along with information about the stored file. As used herein,
the term “medical data” is a broad term, encompassing its
plain and ordinary meaning, including but not limited to
images, videos, reports, and other medical-related data asso-
ciated with one or more patients, accession numbers, study
numbers, series numbers, etc. Medical data may include or
have associated with it related metadata. Examples of medi-
cal data include, but are not limited to DICOM images,
DICOM reports, files in a proprietary format that have header
data or metadata, XDS-I-encapsulated files or reports, or any
other appropriate data image or metadata.

Various embodiments provide for other sources of files for
inclusion in the shared archive. For example, block 411
depicts an application storing a file, which contains a report
and metadata, directly into the CAS cloud viaa CAS interface
472. The CAS interface 472 is described extensively above
with respect to FIG. 1 and elsewhere herein. Another source
of data is depicted in block 412. In block 412, an application
writes a file containing imaging data and metadata to a CAS
cloud via a file system (e.g., CIFS) interface 473. A CIFS
interface may be particularly useful for legacy applications
that communicate directly to a CIFS drive. That is, the appli-
cation may be able to believe that it is writing to a network-
based CIFS drive and, in fact, the application is instead writ-
ing to the CAS cloud. Implementations of network interfaces,
such as CIFS interfaces, are described elsewhere herein and
various embodiments herein include other files system inter-
faces, such as NFS, FAT, SAMBA, etc. There may be addi-
tional ways to store files and data into the content-addressable
storage cloud and these are considered within the scope of
embodiments herein.

After a file is stored in the CAS, then, in block 420, the
metadata of the stored file is parsed. In some embodiments,
the stored files may have a single header containing metadata
related to a report, image, or other documents stored therein.
For example, an XDS-I file has a header and an encapsulated
file portion and the XDS-I header may have parsable meta-
data which is parsed and used in the subsequent blocks of
method 400. As another example, a DICOM header may
include a preamble and a prefix followed by numerous data
elements. The header may contain data describing the data
elements stored in the file. This header information is parsed
in order to extract information about the subsequent data
elements in the DICOM file. Some files stored in the CAS
cloud are files known as “blobs.” Blobs may contain multiple
DICOM files and/or other format files. For example, if a blob
contains multiple DICOM files, then each header may be
separately parsed and information extracted about the data
elements following each header. A similar process occurs
regardless of the type of file stored in the CAS cloud.

Headers can be parsed based on the format of the file and
header. Some headers are in a mark-up language format and
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can be parsed based on that mark-up language. For example,
XDS-I headers are typically in XML or a related mark-up
language. Other headers, such as DICOM headers, may have
fields that identify and define where and what type of infor-
mation is in the header. Other formats and methods of parsing
them are also encompassed by the embodiments herein.

Once the metadata of the stored file is parsed in block 420,
the information extracted from the parsed metadata is stored
in the shared archive with a reference (e.g., a GUID) to thefile
itself. For example, if a DICOM image containing an X-ray is
parsed in block 420 and patient name, doctor, time of perfor-
mance of the X-ray, and hospital is extracted from the
DICOM header in block 420, then in block 430 this informa-
tion is stored in the shared archive and associated with the
GUID of the stored DICOM file.

When information is stored in the shared archive in block
430 of FIG. 4, the shared archive module 133 may take the
information obtained from parsing the file stored in the CAS
and store it in database 153 along with the GUID or other
identifier that is associated with the metadata. In this way, a
user may later be able to search the information in the data-
base 153 to find matching files and retrieve the GUIDs and/or
the files.

Returning again to FIG. 4, there is a dotted line from block
430 back to blocks 410, 411 and 412. This dotted line repre-
sents that the actions related to blocks 410-430 may repeat.
Furthermore, the actions related to blocks 410-430 may
repeat multiple times asynchronously with the actions in
blocks 440 and 450. For example, multiple files may be stored
in the CAS cloud sequentially or at the same time (blocks
410-412) and the metadata for each of those files may be
parsed (block 420) and stored in the shared archive (block
430). This process can continue notwithstanding that queries
may be received on the shared archive. That is, when a query
is received on the shared archive (block 440), the query will
be run on whichever data has already been parsed from files
stored in the CAS (e.g., the latest information available).

Inblock 440, a query is received on the shared archive. The
query may be of any appropriate type (Boolean, SQL., natural
language, DICOM Query/Retrieve, etc.). The query may be
for X-rays for a particular patient, all images for a particular
patient, all files (e.g., reports, images, etc.) for a particular
patient, all files or a subset of files for a particular doctor, all
files or a subset of files for a particular department in a
hospital or a particular hospital, etc. Additionally, the queries
may be for particular periods of time, for example, all X-rays
stored with relation to a particular patient between Jan. 1,
2009 and Jan. 12, 2009.

Once the query is received in block 440, the query is run on
the shared archive in block 450. Running the query may
simply comprise running a query on database 153. There may
also be interpretation of the received query in order to run the
query on database 153. For example, the query may request
results related to a particular patient. Those results may then
be the basis of more queries for related data in block 451.
From the first results received, one or more queryable data
items may be extracted. As used herein, the term “queryable
data item” is a broad term encompassing its plain and ordi-
nary meaning, including, but not limited to, a data item for
which a search may be performed. In this context, the query-
able data item may be one or more data items, obtained from
the search results, for which subsequent queries or searches
may be run. For example, a query for an X-ray could return an
X-ray that is associated with a particular accession number.
The shared archive, in block 451, may then perform another
query, on the accession number, to find related data. An
“accession number” as used herein is a broad term that
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encompasses its plain and ordinary meaning, including, but
not limited to, a number or identifier that identifies a particu-
lar object or collection of objects (such as a particular lab
results or set of lab results).

Requesting related data can be a very complex undertak-
ing. In an interconnected system in which all of the intercon-
nected systems and servers are using a shared identifier,
requesting related data may simply include sending requests
to those connected servers and systems for all data related to
that identifier. In many modern hospitals and healthcare sys-
tems, however, different identifiers are used by different sys-
tems within the same interconnected medical environment.
For example, one imaging server may identify patients by
social security number. Another may identify patients by a
patient identifier generated by that system or some other
centralized system. In addition, even if the multiple systems
start with the same identifier, they may prepend or append
information such as time stamps or locations onto the identi-
fier in order to identify that patient study or accession
uniquely.

In addition to the difficulty related to the use of different
identifiers, systems may codify or place identifiers in differ-
ent or inconsistent locations. For example, consider a PACS
system or other imaging system in which there is only a single
field for the patient identifier. Some hospital systems may also
use hierarchies of patient identifiers in order to identify the
patient correctly across a broad range of systems. An imaging
system that only has a single location to store a patient iden-
tifier with a record may then have to be modified or treated
differently. For example, one of the two patient identifiers
needed may be stored in the space provided on that system for
the single patient identifier. The other patient identifier on the
other hand, may be stored in another field, such as an acces-
sion field, middle name field, or comment field. Further,
because that other field is used for a secondary purpose, the
information that would have originally gone into that field
may have to be placed in another location. This process may
continue and numerous fields may be used inconsistently or
in a nonstandard way in the system. For example, turning to
FIG. 8, there is a data structure 800 that contains a patient
identifier field 810, a study number field 820, and a hospital
number field 830. As indicated by the three dots, there may be
numerous other fields. If a system needs to store two patient
indices, then data structure 800 may not provide sufficient
fields. The primary patient index 811 may have to be stored in
the patient identifier field 810. The secondary patient index
812 may be stored in the study number field 820, and the study
number 821 may be stored in the hospital number field 830.
Other changes may have to be propagated through the rest of
data structure 800. As a result of inconsistent use of the field
in the data structure, requesting related data from a system
may require knowing how the data structures or other perti-
nent identifiers are used within that system. A system wishing
to talk to a PACS that uses the data structure 800 in FIG. 8
would have to know to send its primary patient index in the
data structures field 810, its secondary patient index in the
study number field 820, the study number in the hospital
number field 830, etc. Additional embodiments of searching
for related data are discussed elsewhere herein.

As another example, a query for all data on a patient iden-
tifier (block 450) may result in results associated with numer-
ous accession numbers, study numbers, serried numbers, etc.
In block 451, queries may be run on the returned accession
numbers, study numbers, series numbers, etc. Those queries
may, in turn, results in other identifiers being discovered
(related to other accession numbers, series numbers, study
numbers, and possibly other patient or data indices). Each of
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those new identifiers may also be searched and return results.
Inaddition, the query may be translated using a master patient
index to run the query on other identities associated with the
patient (e.g., other patient identifiers, social security num-
bers, etc.). Master patient indexes are described elsewhere
herein. As an example, however, a patient may be assigned an
index upon a first visit to the hospital, and, years later, be
assigned another. This relationship may be stored in the mas-
ter patient index. As another example, people may change
their names over time. The relationship between these two
names may be stored in the master patient index. For each of
the queries for the identities found in the master patient index,
additional related data queries may also be run (block 451).

Blocks 450 and 451 may incorporate access control for
queries. The access control may be such that only particular
users are allowed access to particular types of data. As such,
data and related data may not be retrieved in blocks 450 and
451 unless there is proper access rights, or data may not
retrieved and not sent to the requestor unless there are access
rights (e.g., in block 470). Additionally, there may be classes
or sets of users, for example, doctors may be allowed access
to certain types of data, patients only to data about them-
selves, and administrators may have access to all data. For
example, block 440 may include access control (460) and
may not perform a query if the requester does not have proper
access to data or information that would be returned. Further
(notdepicted in FIG. 4), auser may not even be able to log into
or present a query to a shared archive (which in some embodi-
ments requires users to log in) if that user does not have proper
access. HIPAA provides requirements on data access control
and data encryption for some entities. In embodiments herein,
these requirements are implemented as part of block 450,
451, 460, or as part of other blocks in FIG. 4. Turning to FIG.
1, the shared archive module 133 and/or the shared archive
CAS module 143 may provide access control. The access
control may be such that it corresponds to HIPAA’s require-
ments for data security and integrity or any other appropriate
access control in which only certain users or classes of users
have access to certain types of data.

Once the query is run and results are received, block 470
may include returning those results to the requester (e.g., the
person or system that sent the query). Returning the results to
the requester may include returning GUIDs to the data files
stored in the CAS cloud that match the query. The results may
also be returned as a report or list of metadata or the files
associated with the matching metadata may be returned. For
example, if a requester requests X-ray files from Jan. 1, 2009
to Jan. 12, 2009 for a particular patient, and three X-rays are
found, then the shared archive module may return GUIDs
associated with those three X-rays or may return files con-
taining the three X-rays, such as DICOM files (e.g., via a
DICOM Store command).

As another example, an application may perform a
DICOM Query/Retrieve using embodiments of the shared
archive. For example, the application may perform a DICOM
Query to the shared archive requesting data for a patient
name, patient ID, accession number, physician, etc. The
shared archive may receive the DICOM Query (block 440)
and perform a search for the patient name, patient ID, acces-
sion number, physician, etc. (block 450). The shared archive
may also query for related data (block 451). The shared
archive may then return the results of the query (block 470).
The requesting application may then perform a DICOM
Retrieve for the studies or other data that were returned as part
of the DICOM Query. This DICOM Retrieve may be per-
formed as part of block 440 or may be executed by a block not
shown in FIG. 4. The shared archive may then retrieve the

20

25

30

35

40

45

50

55

60

65

20

data requested in the DICOM Retrieve and may return the
data to the requester as part of a DICOM Storage command.
In some embodiments, the DICOM Retrieve may be sent to a
server other than the shared archive. For example, the
DICOM Retrieve could be sent to a CAS server and the CAS
server could look up the GUID for the requested file and
retrieve and send the file (e.g., via a DICOM Storage mes-
sage) to the requesting application.

The discussion with respect to FIG. 4 and method 400 is
primarily focused on files that contain medical data (e.g.,
reports or imaging data) and metadata. Any other appropriate
file may also be used. For example, a report stored in the CAS
cloud may contain metadata and not have a separate header.
That report may be parsed and may be made searchable in a
shared archive using method 400. In addition, files containing
test results may also be storable, parsable, and later search-
able. In this way, the shared archive module may provide
homogeneous access to data that has been stored in a hetero-
geneous manner in the CAS cloud 110. Such homogeneous
access is particularly beneficial considering that embodi-
ments of the CAS cloud allow legacy systems to store to the
CAS cloud (e.g., though mirroring or network interfaces to
the CAS) in addition to newly developed systems to store to
the CAS cloud. In this way, various applications as well as
multiple types of data can be stored in the CAS cloud and
accessed jointly and efficiently in a shared manner from the
shared archive module.

Shared Archives and Document Sharing Protocols

Document sharing can be an important part of management
and communication of information. In addition to the shared
archive embodiments described herein, various embodiments
provide a document sharing protocols (such as XDS and
XDS-I) and, in some cases, integrated shared archives. There
are many efforts to standardize the management and sharing
of documents. One such project is the organization Integrat-
ing the Healthcare Enterprise’s (IRE) effort known as cross-
enterprise Document Sharing (XDS). IHE has created a fol-
low-on standardization effort known as the cross-enterprise
Document Sharing for Imaging (XDS-I). XDS-I extends
XDS by enabling the sharing, locating, and accessing of
DICOM images and other documents that may be received
from or accessed by, e.g., radiology centers, hospitals, doc-
tors offices, or any other applicable source or consumer.
XDS-I may be useful for sharing X-rays, MRIs, and other
health records, such as cardiology documents. XDS and
XDS-Iimplementations may be built on the principle that one
is able to query a single source in order to obtain access to
stored documents from any of multiple repositories. As such,
various embodiments herein may provide an XDS-I storage,
searching, and retrieval interface that provides access to
underlying documents stored in a CAS or CAS cloud.

As depicted in FIG. 5, various embodiments herein provide
document sharing by providing modules, such as XDS-I
module 531. In some embodiments, XDS-I module 531 can
address cross-enterprise EHR communication needs. Some
scenarios may require the use of other IRE integration pro-
files, such as Patient Identifier Cross-Referencing (PIX),
Audit Trail and Node Authentication (ATNA), Enterprise
User Authentication (EUA), Cross-enterprise User Authenti-
cation (XUA) and Retrieve Information for Display (RID),
not depicted in FIG. 5.

As depicted in FIG. 5, cloud 510 includes multiple content-
addressable storage servers 520-522. A device manager mod-
ule 541 may be in communication with cloud 510. Device
manager module 541 may have associated with it a GUID/
object database 551 and may be coupled to an XDS-I module
531. Various embodiments of communication among clouds,
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device manager modules, GUID/object databases, and appli-
cations are described with respect to FIG. 1. XDS-I module
531 may communicate with various XDS-I actors, such as an
XDS-I source module 570 and an XDS-I consumer module
560. The XDS-I module 531 may also communicate with
other XDS-I actors and/or other XDS-I modules, not pic-
tured. In some embodiments, the XDS-I source module 570
may be coupled to an image source, such as a CT scanner or
X-ray machine. In some embodiments, the XDS-1 consumer
module 560 may be coupled to a doctor’s workstation or a
PACS station, not pictured. Various embodiments of system
500 may allow a doctor to access the previously stored medi-
cal image, or any other document, regardless of its source,
using XDS-I.

Generally, in some embodiments, an XDS-I source module
570 may receive images from an imaging source, such as an
MRI, X-ray, CT scan, or other imaging device. The XDS-I
source module 570 may then store the received image in the
cloud 510 by sending the image, using the XDS-I protocol, to
the XDS-Imodule 531 (e.g., as a DICOM image encapsulated
in an XDS-I message). The XDS-1 module 531 may then send
the image to the device manager module 541 which will then
store it to the cloud 510 via the content-addressable storage
server module 521, which will in turn return a GUID that
corresponds to the stored image to the device manager mod-
ule 541. The device manager module 541 can store the rela-
tionship between the stored image, its metadata, and the cor-
responding GUID in the GUID/object database 551. In some
embodiments, XDS-I module 531 may store metadata related
to the stored image in addition to or instead of device manager
module 541. Subsequently, when an XDS-I consumer mod-
ule 560 sends a request to the XDS-I module 531 for that
object, the XDS-1 module 531 can request that object from the
device manager module 541, which will then retrieve it from
cloud 510, and send it to the requestor, possibly with addi-
tional related data. The described storage, searching, and
retrieval of documents may apply, as noted above, to docu-
ments other than images, such as electronic health records
and the like.

When the XDS-I source module 570 receives animage that
it wants to store, e.g., to cloud 510, it may encapsulate the
image and add a header containing metadata about the image.
The XDS-I source module 570 may also request any of a
number of other transactions from the XDS-I module 531.
The transaction may include storing a document, altering a
stored document, replacing a stored document, etc. Other
example transactions and embodiments of transactions are
described in the appendices attached to parent U.S. Provi-
sional Application No. 61/327,556, which are hereby incor-
porated by reference for all purposes.

In some embodiments, when an XDS-I consumer module
560 searches for a document or image, more than one docu-
ment may match the request. For example, if an XDS-I con-
sumer module 560 requests documents related to a certain
patient, then the XDS-I module 531 may determine that mul-
tiple patient records and images are related to that patient. The
XDS-I module 531 may then present to the XDS-I consumer
module 560 a list of all of the matching documents. The
XDS-I consumer module 560 may provide the list of match-
ing documents to a user, not pictured, that will allow the user
to select one or more of the matching documents for retrieval.
The XDS-1 consumer module 560 may then request retrieval
of'all of the selected documents from device manager module
541, which may then look up the GUIDs for those objects in
its database 551 and request those objects from the cloud 510.
The XDS-I consumer module 560 may also perform other
actions, such as (i) retrieve presentation states, which requests
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and retrieves the Grayscale Softcopy Presentation State
(GSPS) information for a particular image or image set; (ii)
retrieve reports, which may retrieve a diagnostic report, for
example; (iii) retrieve key image notes; and (iv) retrieve evi-
dence documents. More embodiments and examples of vari-
ous requests are described in the appendices attached to par-
ent U.S. Provisional Application No. 61/327,556, which are
hereby incorporated by reference for all purposes.

In some embodiments, the XDS-I module 531 may include
or be attached to a metadata database or server, such as shared
archive module 133, shared archive CAS module 143, or
database 153. The XDS-I module 531 may store therein meta-
data related to documents that it receives from XDS-I sources
and relate them to the GUID that it receives from the device
manager module 541 when the XDS-I module 531 stores
documents to the cloud 510. For example, when XDS-I mod-
ule 531 receives an XDS-I message to store an X-ray from
XDS-I source module 570, it may store metadata related to
the X-ray (e.g., received as part of a header from the XDS-I
source module 570) in the metadata database along with the
GUID corresponding to the stored X-ray image, received
from device manager module 541. In other embodiments,
device manager module 541 may store the metadata related to
stored images in addition to or instead of XDS-I module 531
storing that data. Further, the device manager module 541
may associate the metadata for those images with the GUIDs
for the image in the database 551. In other embodiments,
XDS-Imodule 531 may serve as a shared archive module and
perform related functions, such as those described herein.

In some embodiments, when the XDS-I consumer module
560 requests a document, the XDS-Imodule 531 may retrieve
the requested document and other related documents and
send them to XDS-I consumer module 560 in a single
response message. For example, if the XDS-I consumer mod-
ule 560 requests an X-ray for a patient, then the XDS-I mod-
ule 531 may retrieve that X-ray as well as related medical data
and return the X-ray and the related medical data as a single
XDS-I response. This may take the form of storing related
medical data, such as lab results, patient name, etc., in an
XDS-I header and the image in the XDS-I message.

In various embodiments, each module in system 500 may
run on a separate processor or as part of a separate process.
Two or more of the modules may be implemented together or
may be run as part of the same process, on the same processor,
on the same machine, as part of the same application, and the
like. For example, XDS-I module 531 and device manager
module 541 may run as part of separate processes or applica-
tions, or may be part of the same application or process. As
another example, in some embodiments, XDS-I module 531
may also include as part of the same process, or application,
either or both of XDS-I source module 570 and XDS-I con-
sumer module 560.

FIG. 6 depicts a method 600 of providing XDS-I support.
An XDS-I source may receive a file to store from a user or
machine, such as receiving an X-ray from an X-ray machine
in block 610. For example, an XDS-I source module 570 may
receive an X-ray image to store. In block 620, the XDS-I
source requests storage of the file in the XDS-I repository. For
example, the XDS-I source module 570 may encapsulate the
X-ray image data file in an XDS-I message and send the
message to XDS-I module 531 for storage (possibly using
encryption for transmission and/or storage). In block 630, an
XDS-I repository may receive a request to store a document.
For example, XDS-1 module 531 may receive the request to
store the X-ray image data file encapsulated in the XDS-I
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message from XDS-I source module 570. In some embodi-
ments, an acknowledgment of storage may be sent back to the
XDS-I source, not pictured.

When an XDS-I consumer later requests documents, in
block 640, that request is sent to an XDS-I repository and
matching documents, possibly including related data and
related documents, are determined as part of block 650. The
XDS-Irepository may then send a list of matching documents
to the XDS-I consumer, which will receive them in block 660.
For example, XDS-I consumer module 560 may send the
request for documents related to a particular patient to XDS-I
module 531. XDS-I module 531 may then search for relevant
documents and send the list of those documents to the XDS-I
consumer module 560. Returning again to FIG. 5, the XDS-I
consumer, in block 660, may request certain files that were
found. In block 670, an XDS-I repository may send the
requested files to the XDS-I consumer, who may receive them
inblock 680. For example, XDS-1 consumer module 560 may
request certain files of those that were previously found in
block 650 from the XDS-I module 531. The XDS-I module
531 may retrieve those files from the cloud 510 via the device
manager module 541 and send those files to the XDS-I con-
sumer module 560.

Insome embodiments, a search requested in block 640 may
include a request to immediately retrieve all documents
matching the search, and block 650 may include retrieving
those documents and sending them to the consumer who will
receive them in block 660.

In some embodiments, system 500 and method 600 may
also include a security model that may be associated with an
XDS-I Clinical Affinity Domain. For example, embodiments
may group XDS-1 Actors with actors from the IHE Audit Trail
and Node Authentication (described elsewhere) and may
include access control capabilities that operate in cross-en-
terprise environments. Example embodiments include Public
Key Infrastructure, and those related to ATNA, etc. In some
embodiments, XDS-I modules may also be joined together or
federated and thereby provide access to patient records as
patients move from region to region, or country to country.

In addition to being able to provide functionality and sup-
port related to XDS-I, in some embodiments, a content-ad-
dressable storage server cloud 510 and/or interconnected set
of'content-addressable storage servers 520-522 may serve the
function or provide storage for more general XDS systems.
Whereas XDS-1 emphasized support for images, and in par-
ticular medical images, the XDS protocol applies broadly to
document storage, querying, and retrieval. Generally, an XDS
Document Source may provide and register documents to an
XDS Document Repository. The document repository may
register stored documents in an XDS Document Registry. An
XDS Document Consumer may query the XDS Document
Registry in order to determine the locations of or references to
documents. Once the XDS Document Consumer has received
a response regarding location from the XDS Document Reg-
istry, it may retrieve the documents from the XDS Document
Repository. Queries from the XDS Document Consumer to
the XDS Document Registry may include patient identifica-
tion as part of the query. An XDS Patient Identity Source may
provide normalizing information for patient identity to be
used in queries on the XDS Document Registry. The XDS
Patient Identity Source may provide a normalized identifier
for a single person or patient across multiple hospitals, mul-
tiple systems, and the like. This is discussed more below.

Building on the discussion above of FIG. 5, in some
embodiments, device manager module 541, since it may pro-
vide the functions of searching for documents and retrieving
documents, may act as both an XDS Document Registry and

20

25

30

35

40

45

50

55

60

65

24

an XDS Document Repository. For example, in XDS Docu-
ment Consumer may query device manager module 541,
acting as an XDS Document Registry, for the location of the
document, not pictured in FIG. 5. The device manager mod-
ule 541 may then return a list of relevant documents stored in
the cloud 510 to the XDS Document Consumer. The XDS
Document Consumer may then request some or all of the
matching documents from the device manager module 541,
which would then be acting as the XDS Document Reposi-
tory. The device manager module 541 could then retrieve the
documents from the cloud 510.

In some embodiments, device manager module 541 may
serve as an XDS Document Registry in cloud 510 and/or a
single content-addressable storage server 520-522 or the
cloud 510 may serve as the XDS document repository. If an
XDS Document Consumer requested the location of an XDS
document from the device manager module 541, acting as an
XDS Document Registry, may return the location of the
requested document. The XDS Document Consumer may
then request the document from the cloud 510, or an indi-
vidual content-addressable storage server 520-522, acting as
an XDS Document Repository.

In any of these embodiments, an XDS Patient Identity
Source may be implemented as part of any appropriate mod-
ule or system, such as device manager module 541 or a
combination of multiple device manager modules 541. In
some embodiments, the XDS Patient Identity Source is
implemented as part of cloud 510. Wherever it is imple-
mented, in various embodiments, an XDS Patient Identity
Source may provide a master patient index among numerous
hospitals, doctors’ offices, and the like. The XDS Patient
Identity Source may include a database, data structure, or
other data storage, with a unique identifier for each patient,
and association from that unique identifier to the identifiers
from multiple independent hospital information systems and/
or other systems.

For example, one hospital information system may identify
patients by Social Security number. Another hospital may
identify patients by name. Yet other hospitals may identify
patients by an identifier generated at the hospital. The master
patient index, running as part of device manager module 541,
cloud 510, etc. in FIG. 1 (or as part of any other application,
device manager module, CAS server, CAS cloud, or as a
separate application), may store a single unique identifier for
the patient and associations from that single unique identifier
to each of the identifiers from the various hospital information
systems. Therefore, for example, a single patient John Smith
may have a single unique identifier in system 500. This single
unique identifier may be associated with his Social Security
number at a first hospital information system, his name for a
second hospital information system, and the hospital—gen-
erated identifier for a third hospital information system.
Therefore, when a request is received for information related
to John Smith, that request can be associated with his single
unique identifier and his single unique identifier can be used,
in conjunction with its relationship with the other you iden-
tifiers, to query for and retrieve data related to John Smith
from the multiple hospital information systems, each of
which may have data stored in the cloud 510 (or elsewhere).
Virtual Packages

Traditionally PACS machines or other devices that manage
medical images allow users to select files to write to a CD or
DVD. Embodiments herein provide this functionality. In
addition, certain embodiments herein will also allow a user to
produce a virtual package (or “virtual disk,” “virtual DVD,”
“virtual file grouping,” etc.). The term “virtual package” as
used herein is a broad term encompassing its plain and ordi-



US 8,407,244 B2

25

nary meaning including, but not limited to, a grouping or set
of files, pointers to files, or other indicators of files. A virtual
package may also refer to a single file including two or more
subsections containing images, reports, or other medical data.
Various embodiments herein allow a user to select a set of
files to store in a virtual package. The system finds those files,
and any related data, and subsequently stores them in a CAS
server or cloud. The system then provides the user with an
indication of the virtual package or the files in the virtual
package (e.g., a GUID, set of GUIDs, etc.). Optionally, access
control may also be included in the original request for the
virtual package. That is, the user may be able to specify what
users or groups of users are allowed to access all files within
the virtual package (or perhaps a subset of files in the virtual
package) and the content-addressable storage server or CAS
cloud will then control access based on that information.

FIG. 7 illustrates an exemplary process for creating and
managing virtual packages. In block 710, an instruction is
received to produce a virtual package. This instruction may be
received at a computer or server via a programmatic interface,
for example, as an XML or other structured file received via
a web service. The instruction to produce a virtual package
may also be received via a web page or other interface where
a user can select files via drop down boxes, radio boxes,
selection boxes, or other mechanisms. For example, a user at
a PACS machine running an embodiment would be able to
select files to include in a virtual package (via a web-based
selection menu, e.g.).

In some embodiments, a shared archive module or other
program may allow a user to select files in the shared archive
to include in a virtual package as part of block 710. Shared
archives are discussed elsewhere herein. The files selected
may be images, reports, or any other type of data. For
example, a user may select all of the reports related to a
particular patient or a particular study, series, or SOP. The
user may also select all of the files related to a particular
accession number. The term “SOP,” as used herein is a broad
term, encompassing its plain and ordinary meaning, includ-
ing, but not limited to a “service object pair” in DICOM.

In block 720, the files indicated by the user for inclusion in
the virtual package are obtained. In some cases, these files
may be stored locally to the PACS machine or other software
that received the instruction to produce the virtual package in
block 710. In other embodiments, a subset of the files may be
stored locally. As such, a request may be sent to a different
computer or server to obtain one or more of the files to be
included in the virtual package. This request may be sent to a
different PACS machine, a CAS server or cloud, a database,
or any other appropriate storage location. Obtaining the files
may include reading the files from a global storage system,
such as CAS server or cloud. In yet other embodiments,
obtaining these files may include obtaining the files from the
original request to produce a virtual package. For example,
one or more of the files may be attached to the request to
produce the virtual package received in block 710. More
specifically, if a user at an application were to select a number
of images and reports related to an accession number and
attached a few of those files to the request that is received in
block 710, then obtaining the one or more files may include
retrieving those files attached to the original request in addi-
tion to obtaining some of the files locally and/or from a global
storage system, such as a CAS cloud. The files to include in
the virtual package may also come from other locations as
noted herein.

In various embodiments, the user may also request inclu-
sion of related data the virtual package. The related data is
requested in block 730. For example, if a user were to select
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files related to an accession number, the user may also request
that any data related to that accession number be included in
the virtual package. This may be useful, for example, in cases
in which a user wants to include all available data related to an
accession number, patient, study, or other grouping, in one
virtual package so that subsequent users of the virtual pack-
age may have easy access to all of the related files. Requesting
related data can be very complex, as discussed elsewhere
herein.

As noted elsewhere herein, communicating to another sys-
tem to find related data may also require translating an iden-
tifier using a master patient index. The master patient index
may provide a single identifier for each patient across mul-
tiple systems. Using the master patient index to query for
related data may include sending the master patient index
along with the request for related data or it may include
translating to the destination system’s patient index via the
master patient index. For example, if a master patient index is
being used and system A is requesting from system B related
data for a patient, then system A may have to convert its
patient identifier into the master patient index and from there
obtain the patient index used in system B. Similar structures
and techniques may be used for other unique identifiers or
other identifiers such as accession number, study number,
series number, and SOP number.

In some embodiments, requesting related data may include
requesting data related to information that was received in the
instruction in block 710, such as accession number or patient
number, or it may include retrieving data from one or more of
the files to be included in the package and using that data to
request related data. For example, if a package is being cre-
ated for a patient that should include all of the files related to
that patient, then the original request received in block 710
may be used in order to identify the patient. Additionally,
once files are obtained for that patient, accession numbers,
study numbers, series numbers, SOP numbers, and the like
may be extracted from one or more of those files and requests
may be made for the data related to those accession numbers,
series numbers, study numbers, and/or SOP numbers.

In block 740, the requested related data is received. In
addition, in block 740 other related data may also be received
even if it was not specifically requested. For example, receiv-
ing the related data may include receiving an HL7 broadcast
message. The HL7 messages may include patient related
information and that patient related information may be
matched to local patient information. For example, a PACS
machine may have studies or X-rays related to a patient. An
HL7 message may be broadcast by another system that has
related reports, other images, follow on images, etc. That
incoming message may be matched by the patient-related
information, as discussed elsewhere herein. In some embodi-
ments, the related data is included in the HL.7 message itself.
In other embodiments, the HL.7 message may not include the
related data but may indicate the source from which related
data can be received. In such embodiments, the related data
may be requested from the machine or system that broadcast
the HL7 message. After that data is requested, it may be
received by the requestor.

In some embodiments, the related data may be retrieved
using DICOM query and retrieve based on accession number
as part of block 740 and/or block 730. For example, if there is
a DICOM server that has related data and a system would like
to request and receive that related data, the system may send
a DICOM query/retrieve based on the accession number. In
other embodiments, the system may send the DICOM server
a request for a modality worklist and match to that modality
worklist and from there a query based on the matches in the
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modality worklist. Receiving the data may also include
receiving and reading a DICOM Structured Report that came
with various images. This DICOM Structured Report may be
broadcast or otherwise sent to the receiving system with or
without first querying for it. A DICOM Structured Report
may be requested based on accession number, patient num-
ber, study number, series number or SOP number. In yet other
embodiments, an HTTP request may be sent to a PACS server
or other source and a web page, structured document, or the
like may be received in response. This web page or structured
document may be parsed to extract related data to be used in
subsequent blocks of method 700. Related data may also be
retrieved from a database using stored procedures and/or SQL
queries.

In some embodiments, when files and related data are
received in block 740, then that data is parsed and put in a
canonical format so that it may be stored in a coherent fashion
in the virtual package. For example, receiving a DICOM
Structured Report may be followed by parsing the DICOM
Structured Report and storing the data in the database. Simi-
larly, if a plain text file is received after a query for related
data, then that plain text file may be parsed and stored in a
database. Subsequently, all of the related data stored in the
database may be output in XML or another format in order to
store it as part of the virtual package. In various embodiments,
the format to which the related data or obtained files are
converted may be DICOM or some other format such as a
human readable format that is either standard, indicated in a
configuration file, or chosen by the user as part of the instruc-
tions to produce the virtual package.

In block 750, the files and the related data are stored as a
virtual package. A virtual package may take many forms. For
example, the files and related data obtained in earlier blocks
may be stored individually in a content-addressable storage
server. Upon storage of each of these files, a GUID or other
identifier may be returned. These GUIDs may then be used as
identifiers inside the virtual package. A user of the virtual
package may be able to retrieve the files in the virtual package
based on the GUIDs. In other embodiments, all of the files
may be stored locally grouped together as a single file (for
example, as a tar ball or other grouping). This single file may
be stored in the CAS server or cloud, at which time a single
GUID may be returned. The single stored file may also
include metadata indicating the location identification and
other pertinent information related to each of the individual
files stored therein. In some embodiments, each individual
file is stored in the CAS server or cloud as described above
and subsequently a merge is requested in which all of the
individual CAS files are merged together as a single CAS file
and, optionally, the individual files are deleted from the CAS.
In this way, the CAS server or cloud provides a GUID for the
combination of all of the files together. This procedure may
also include creating and/or maintaining the metadata as
described above for the stored virtual package. Storing the
individual files and/or the single file in the CAS may also be
accompanied by keeping history data, auditing, and other
information. For example, a file may be created or a log stored
that indicates who created the virtual package, when they
created it, its size, its contents, etc. This may be the case
whether each file is stored separately and those individual
files are used as the package, a single file is stored after being
grouped together, or whether the files are merged in the CAS.

In some embodiments, access control information is also
provided to the CAS. The access control information may
include email addresses, user names, or other identifiers to
indicate what individuals, what login accounts, what groups
of people, or other groupings or individuals (for example,

5

10

20

25

30

40

45

50

55

60

65

28

such as systems) should have access to either individual files
in the virtual package or to the virtual package itself. As such,
when access is provided in block 760 to the virtual package
the access to that package may be controlled. For example, if
access control information is included for a virtual package,
then a user who has access to that package may receive an
email indicating that the package has been stored in the CAS
server or cloud and that that user may have access to it at that
point. In other embodiments, the user may have to subscribe
to an event notification in order to receive that email, as
described elsewhere herein. That user may be able to log into
or otherwise authenticate to the CAS server or cloud in order
to access the virtual package. When attempting to access the
virtual package, the access control of that user may be
checked and only when that user has appropriate permissions
may the user access, modify, delete, or perform other actions
on either the individual files in the individual package or the
virtual package as a whole.

In some embodiments, other types of access control can
also be provided by a CAS server, a CAS cloud, or other
global storage system. For example, access to a particular
patient, series, study, or accession number may be turned off
for all users. This may be useful, for example, if there is an
issue with a patient, such as pending malpractice litigation for
that patient. In other embodiments, an individual user’s
access may be denied for all data in the global storage system.
For example, if an administrator or other employee was fired
then one precaution for the data in the CAS cloud may be to
deny that person’s account access to any data in the CAS
regardless of previous permission. Controlling access in this
way may be performed as part of a CAS server, CAS cloud, a
separate application, or in any other appropriate manner.

Turning to FIGS. 1 and 7, an application 132 may receive
a request to produce a virtual package in block 710. Some of
the files in the request may be attached to the request, other
files may be stored locally in application 132, and additional
files for the virtual package may be stored elsewhere. Appli-
cation 132 may obtain those locally stored files and other files
either from the local disk, from the CAS cloud 110, or from
the other sources (not pictured). The application may then
send a request for related data to the CAS cloud 110, a PACS
application 131, and/or to a shared archive module 133. Each
of'those systems or devices may respond with related data in
various formats. The application 132 may then store the
related data as a virtual package in the CAS cloud 110, using
the various techniques and embodiments described above.
The user of the application may have also provided access
control information for the virtual package. Thereafter, the
CAS cloud 110 may control access to the virtual package
requested and produced previously as part of block 760.

Various embodiments herein provide for the creation and
accessing of virtual packages. When a user would like to
create a collection of data that might traditionally be put on
the disk, the user may not necessarily want to actually pro-
duce a physical disk. Therefore, embodiments herein allow
the user to create a virtual package (perhaps called a “virtual
disk™). The virtual package may be more easily distributed
because it is not limited to physical disks. Further, as dis-
cussed herein, access can be finely controlled with a virtual
package and updated over time in ways that are difficult or
impossible with physical disks.

Additional Embodiments of Virtual Packages

This section provides more examples of virtual packages,
their creation, and access. The contents of the virtual package
could be, for example, from the CAS cloud 110. If a user is
working at a PACS server 131, the user may be able to create
avirtual package. The virtual package may include a number
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of'objects, such as X-rays or MRIs, associated with a particu-
lar patient or group of patients. The PACS server 131 may
communicate with the device manager module 141 and
request the GUIDs for the objects in the virtual package. The
device manager module 141 may then look in the GUID/
object database 151 in order to determine the objects’ asso-
ciated GUIDs. The virtual package may simply be a collec-
tion of GUIDs.

When that same user or another user accesses the PACS
server 131, or perhaps a different PACS server, in order to
retrieve the virtual package, the PACS server 131 may com-
municate with the device manager module 141 in order to
retrieve all of the objects associated with the GUIDs that are
associated with the virtual package. An abstract representa-
tion of the virtual package is given in FIG. 10. In FIG. 10, a
virtual package 1010 is associated with multiple GUIDs
1021-1029. When a user later attempts to access virtual pack-
age 1010 from the PACS server 131, the PACS server 131 will
access the stored representation of the virtual package 1010 in
order to obtain an indication of which GUIDs are associated
with virtual package 1010. The PACS server 131 will then
retrieve the objects associated with each GUID. Together,
these objects make up the content of the virtual package. The
user will then be able to view, modify, or perform any other
action on the virtual package, including, if appropriate, burn-
ing a physical disk based on the virtual package.

In some embodiments, virtual packages will include refer-
ences to objects instead of GUIDs. Referring again to FIG.
10, a virtual package 1030 maintains references to various
included objects references 1041-1049. When a user later
attempts to retrieve virtual packages 1030, the application
module will ask for the various objects from the underlying
filesystem, such as the device manager module 141 in FIG. 1.
The device manager module 141 may then look in its own
database 151 in order to determine what GUIDs are associ-
ated with each of the object references. Once the device
manager module 141 has the GUIDs for the object references
1041-1049, it can request the objects associated with the
determined GUIDs from the content-addressable storage
cloud 110. The content-addressable storage cloud 110 may
then return the objects associated with the GUIDs to the
device manager module 141. The device manager module
141 may then return the objects associated with the GUIDs,
which are in turn associated with the object references 1041-
1049, to the requesting application module. The requesting
application module would then have access to the contents of
the virtual package.

Accessing a Virtual Package after Creation

FIG. 9 is a block diagram illustrating a method 900 for
creating and accessing virtual packages. Generally, in some
embodiments, the virtual package may be created and asso-
ciated with numerous files in the content-addressable storage
system. After the disk is created, access to that disk may be
provided only to those who are allowed access. Further,
physical disks may be burned based on virtual packages.

Inblock 910, arequest for virtual package may be received.
The request for the virtual package may come from a user
using an application module, such as an application module
131 or 132, as depicted in FIG. 1. The request to create the
virtual package may be received at the device manager mod-
ule 141 or 142, as depicted in FIG. 1. In some embodiments,
a content-addressable storage server 121-125 in the cloud 110
may be responsible for creating virtual packages. The request
to create a virtual package may also include, depicted as block
920, a selection of files to be placed on the virtual package.
The selection of files may be stored locally at the receiver,
such as device manager module 141 or 142, or they may be
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stored on the content-addressable storage servers in the cloud
110. The selection of files may also include related data, as
discussed elsewhere herein.

In block 930, the selections of files are associated with
virtual package. The virtual package may be associated with
an identification number, which may be stored in a database
or other file, such as database 151 or 152 in FIG. 1. Associ-
ating the files with the virtual package may include associat-
ing identifiers associated with each of the files to the identi-
fication number associated with the virtual package. As
depicted in FIG. 10, a virtual package 1010 may be associated
with identifiers 1021-1029, and the identifiers for the files,
when the files are stored in the content-addressable storage
cloud 110, may be GUIDs 1021-1029.

At some point after the creation of one or more virtual
packages, the application managing virtual packages may
receive arequest for a particular virtual package, in block 940.
The request to access a particular virtual package may be a
request that identifies the virtual package by an identification
number. In some embodiments, such as that depicted in FI1G.
9, when a request for virtual package is received, the appli-
cation may determine in block 950 whether the requester is
allowed to access the virtual package. If access is not allowed,
then in block 955, access is denied to the requester. If access
is allowed, as determined in block 950, then the requester is
given access to the virtual package and may access files in the
virtual package as part of block 960, burn a physical disk
related to the virtual package in block 965, or perform any
other appropriate action.

Looking to the example of FIG. 1, if a device manager
module 141 is managing virtual packages, then when some-
one using application module 131 requests the virtual pack-
age, assuming that the requester is allowed access, the device
manager module 141 may look up that virtual package and its
associated objects in the database 151. The virtual package
may be associated with a number of GUIDs, which represent
the objects or data files in the virtual package. When the
requester attempts to access the files in the virtual package,
the device manager module 141 may request those files using
the GUIDs from content-addressable storage server 121. As
described herein, if the content-addressable storage server
121 does not have the data files stored locally, then it may
request those data files from other CAS servers in the cloud
110.

Access Control

In various embodiments, access control may also be pro-
vided by the content-addressable storage servers in the cloud
110. Access control may fall into various categories, such as
role-based access control and user-based access control.
Typically, role-based access control will require a user to
login and that user will be associated with the role. The access
that the user has to the data may be defined by a role. User-
based access control is similar in that a user must login and
that user will have access to the data based on his or her
specific access profile. In various embodiments, the access
control mechanisms may control reading data, writing data,
modifying data, deleting data, etc. Access control may be
defined for individual objects, such as X-rays for particular
patients, or for types of objects or groups of objects. For
example a given user may have access to all of the medical
images for a particular hospital and may not have access to
medical images for any other hospital (even if the other hos-
pitals also have data stored in the cloud). On the other hand, a
clinical research organization’s analyst may have access to
diagnostic results for a number of difterent hospitals, but may
not have access to any information that personally identifies
any of the patient’s with whom the results are associated.
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In some embodiments, when either a user or a computer
system attempts to access something in the content-address-
able storage cloud 110, authentication information may be
required. As used herein, authentication information may be
ausername and password, an identifier, an RFID chip read by
a device coupled to the system, or any other authentication
mechanism or technique known to those skilled in the art. For
example, a username and password may provide authentica-
tion to access the cloud 110. If the username and password do
not match or otherwise fail, then access to the cloud 110 may
be denied.

In some embodiments, GUIDs associated with objects
stored in the cloud 110 may also be associated with a group
number. Additionally, particular usernames and passwords
may be associated with one or more group numbers. As such,
when a particular user logs in using a username and password
that particular user may have access to only the objects asso-
ciated with the group numbers to which it has access. For
example, consider a scenario in which multiple hospitals are
all using the same cloud 110 to store their patient data. Each
hospital may be associated with the group number. Each
hospital may also have a username and password that users or
computer systems associated with that hospital may use in
order to access data. By providing this kind of differentiated
access control, the content-addressable storage system may
effectively isolate the patient files for one hospital from those
of'another hospital. Such an arrangement may provide certain
benefits. By allowing multiple hospitals to store a patient data
on the same cloud, each hospital may not necessarily have to
build or support the physical computing and communication
infrastructure needed to support the cloud. The infrastructure
may be provided by one of the hospitals or it may be provided
by a third-party. Either way, economies of scale may apply
and the storage of data on this cloud from multiple hospitals
may provide monetary and other benefits.

FIG. 11 depicts a process for providing access control in a
cloud of interconnected content-addressable storage servers.
In block 1110, user authentication information is received.
The user authentication information may be a username and
password or other identifying or authenticating information.
In block 1120, a check is made to determine whether the user
authentication information is valid. This can include deter-
mining whether the username and password received from a
user is valid, or checking authentication with any other known
method. If the user is not authenticated, then access to the
system is denied in block 1130. If the user is authenticated, as
determined in block 1120, then thereafter the system may
receive a request from the user for stored data in block 1140.
That request may come in the form of arequest for a particular
GUID. Even though the user has already been authenticated,
the user may not have access to all of the data stored in the
content-addressable storage cloud, such as cloud 110. As
such, in block 1150, a check is made to determine whether the
user has permission to access the requested data. Checking
whether the user has access to the requested data may take a
number of forms. For example, in role-based access control,
a determination may be made to see whether a role associated
with the user, such as the role of analyst or administrator,
provides that user with access to the requested data. Access
control may also be finer grained. For example, access to files
may be determined on a per user basis. As such, a check may
be made to determine whether the user is allowed to access the
particular file. If the user does not have permission to access
the requested data, then access will be denied in block 1160.
If the user does have permission to access the data, then in
block 1170 access is provided.
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Returning to FIG. 1, if a user is using a shared archive
module 133 and attempts to access a file, such as an X-ray,
that is stored in the cloud 110, then the shared archive module
133 will request that file from the shared archive CAS module
143. The shared archive CAS module 143 will attempt to
retrieve the file from the cloud 110. In some embodiments, the
device manager module will check the access control infor-
mation for the user. In other embodiments, the shared archive
CAS module 143 will provide authentication information for
the user to the cloud 110, and a content-addressable storage
server 123 will check to see whether the user has proper
authentication to access the requested file. If the user does
have access to the requested file, then the cloud 110 will
return the file to the shared archive CAS module 143, and the
shared archive CAS module 143 will send the file to the
shared archive module 133.

Interfaces for an Interconnected Content-addressable Storage
System

In some embodiments, content-addressable storage servers
in the cloud 110 provide entities communicating with con-
tent-addressable storage servers interfaces that are similar to
those normally associated with file systems. For example, in
some embodiments, a CIFS interface is provided by the con-
tent-addressable storage servers in the cloud 110. Therefore,
a program that is written to communicate with the familiar
CIFS interface will be able to access the content-addressable
storage servers. In other embodiments, other interfaces are
provided, such as WFC interfaces. IHE Cross Enterprise
Document Sharing (XDS) interfaces are provided in some
embodiments. Additionally, some embodiments herein may
be used as an XDS Document Repository, document registry,
document source, or document consumer. One of the advan-
tages of providing a familiar interface is that it will allow a
program written to work with the familiar interface, even if
the underlying storage is different, to work with little or no
modification.

Returning again to the CIFS interface, the interface may act
as a filter on requests for stored files. When a request for a file
is sent to the file system manager, the file system manager will
check to see whether the file is stored locally in whole or in
part, and if it is not, then it will be requested via a CIFS call.
The requested file will then be retrieved from a remote loca-
tion, and sent to the requester.

As another example, consider the method depicted in FIG.
12. A file request is received in block 1210. A check is made
to determine whether the file is stored locally, in whole or in
part in block 1220. If the file is stored locally, then in block
1230 the locally stored file is retrieved. Subsequently, the
retrieved file is sent to the requester in block 1250. If, how-
ever, it is determined in block 1220 that the file is not stored
locally, then the file is retrieved from the content-addressable
storage server in block 1240. Examples of retrieving files
from a content-addressable storage server are presented else-
where herein. The retrieved file is then sent to the requester as
part of block 1250.

There may be advantages to embodiments such as those
depicted in FIG. 12. For example, systems requesting files do
not need to know whether the file is stored locally or stored
remotely in the content-addressable storage server. As such,
in some embodiments, the management of the stored data is
independent of the representation shown to the end-user. As
such, the end-user, such as an application module 131, can
operate independently of the CAS mechanisms and indepen-
dent of any changes to the underlying file storage system.
Therefore, in some embodiments, the content-addressable
storage system as a whole may be modified or updated with-
out requiring any modifications or updates to an application
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module 131 that may rely on the storage capabilities of the
content-addressable storage system.
Encryption for Transmission

The encryption protection provided in various embodi-
ments may be manyfold. Data may be encrypted as it is sent
from one content-addressable storage server to another. It
may also be encrypted while it is stored in the content-ad-
dressable storage server. Each of these provides a different
kind of protection. Encryption during transmission of data
will help protect the data from being “snooped” on the trans-
mission line or read by programs or individuals. Encryption
during storage, on the other hand, will protect against the data
being readily readable in the case that someone is attempting
to read what is stored on the content-addressable storage
server. Each of these two types of data protection is important
for HIPAA.

Various embodiments herein provide for encrypted trans-
mission between both an application, such as an application
module 131, and a content-addressable CAS server, such as
content-addressable CAS server 121, as well as among vari-
ous content-addressable CAS servers, such as those in the
cloud 110. Encryption works, generally, by taking unen-
crypted data and combining it with or modifying it based on
acipher. The encrypted data can then only be read by decrypt-
ing the data using a key corresponding to the cipher. Various
embodiments of encryption are known to those skilled in the
art.

The system 100 of FIG. 1 may use encryption over one or
more of the communication paths within the system 100. For
example, data transferred between or among content-addres-
sable storage servers in the cloud 110 may be encrypted. The
encryption may be transmission encryption, such as that sup-
ported by secure socket layers (SSL) and secure hypertext
transfer protocol (HTTPS). Such encrypted transmission will
allow a transmitting entity to send unencrypted data to
another entity without separately encrypting the data before
the transmission. The encryption is handled by the transmis-
sion protocol in these cases. On the other hand, and possibly
in combination with encrypted transmission, data can be
encrypted before it is sent. In such a case, the receiving entity
may have the key or token associated with the cipher that was
used to encrypt the data on the sender’s side.

As another example, consider embodiments in which a
data object, such as an X-ray, is being stored to the cloud 110
by an application module 131. The application module 131
may send the data object to the device manager module 141,
possibly using encryption. The device manager module may
then send, possibly using encryption, the object into the con-
tent-addressable storage cloud 110. In doing so, the content-
addressable storage cloud 110 will return a GUID associated
with the object. The device manager module will then store
the GUID in its GUID/object database 151.

Considering the example system shown in FIG. 1, when the
device manager module 141 first send the object, possibly
using encryption, in the content-addressable storage cloud
110 it will first go to a particular content-addressable storage
server 121. Content-addressable storage server 121 will at
first store the object locally in its own storage. After some
predetermined amount of time or once its data storage capac-
ity is reaching a certain predefined threshold, such as 50%,
80%, or 90%, certain amounts of data will be offloaded and
sent to other content-addressable storage servers in the cloud
110, such as content-addressable storage server 123. In order
to send the object from one content-addressable storage
server to another, certain embodiments herein will first
encrypt the object.
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In some embodiments, encryption may be performed using
data encryption standard (DES) or advanced encryption stan-
dard (AES) algorithms. Encryption may be performed by the
content-addressable storage server 121 or by any other appro-
priate computing device. The content-addressable storage
server 121 may also determine certain file trailer or other
metadata, such as a checksum or a digest, such as an MD5
digest. This file trailer or other metadata may be then sent to
the same content-addressable storage server to which the
object is being offloaded. The receiving content-addressable
storage server 123 may then use the file trailer or other meta-
data in order to determine whether the received object has
been received correctly. If the received object has been
received correctly, then, in some embodiments, acknowledg-
ments of this fact may be sent back to be sending content-
addressable storage server 121. If, however, the received
object has not been received correctly then, in some embodi-
ments, a request may be sent back to the sending content-
addressable storage server 121 to resend the object. The
encryption of the objects when data is sent from one content-
addressable storage server 121 to another 123 may help pro-
vide safety and security of patient data as it is in transit.

In some embodiments, objects and other data are encrypted
when sent between any two entities, such as between the
content-addressable storage server 121 and the device man-
ager module 141, and/or between a device manager module
141 and an application module 131.

FIG. 13 depicts an example process for transmitting data
using encryption. In block 1310, a request is received to
transfer a file. The file may be encrypted in block 1320, and
the encrypted file may be transferred in block 1330. Encryp-
tion and transfer of data are described elsewhere herein. The
receiver may receive the file in block 1340 and decrypt the file
in block 1350. Decryption of data is described elsewhere
herein. As described above, a checksum or other data check
may also be applied to the data to ensure the integrity of the
received data. In performing a process such as that depicted in
FIG. 13, an unencrypted file may be received at a receiver,
without that file ever being in transit in an unencrypted state.
Additional Embodiments

The processes and systems described herein may be per-
formed on or encompass various types of hardware, such as
computer devices, such as computer systems. In some
embodiments, application modules 131-133, XDS-I modules
531, 560, and 570, or the machines running application mod-
ules 131-133, XDS-I modules 531, 560, and 570, the device
manager modules 141-143 or the machines running device
manager modules 141-143, the databases 151-153, 551 or the
machines running databases 151-153, 551, and the CAS serv-
ers,e.g. 121-125,520-522, in clouds 110, 510 may be each be
separate devices, applications, or processes or may run as part
of the same devices, applications, or processes—or one of
more may be combined to run as part of one application or
process—and/or each or one or more may be part of or run on
acomputer system. A computer device or system may include
a bus or other communication mechanism for communicating
information, and a processor coupled with the bus for pro-
cessing information. The computer devices or systems may
have a main memory, such as a random access memory or
other dynamic storage device, coupled to the bus. The main
memory may be used to store instructions and temporary
variables. The computing devices or systems may also
include a read-only memory or other static storage device
coupled to the bus for storing static information and instruc-
tions. The computer systems may also be coupled to a display,
such as a CRT or LCD monitor. Input devices may also be
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coupled to the computer system. These input devices may
include a mouse, a trackball, or cursor direction keys.

Each computing device may be implemented using one or
more physical computers, processors, embedded devices,
field programmable gate arrays (FPGAs) or computer sys-
tems or a combination or portions thereof. The instructions
executed by the computing device may also be read in from a
computer-readable medium. The computer-readable medium
may be non-transitory, such as a CD, DVD, optical or mag-
netic disk, flash memory, laserdisc, carrier wave, or any other
medium that is readable by the computing device. In some
embodiments, hardwired circuitry may be used in place of or
in combination with software instructions executed by the
processor. Communication among modules, systems,
devices, and elements may be over a direct or switched con-
nections, and wired or wireless networks or connections, via
directly connected wires, or any other appropriate communi-
cation mechanism. Transmission of information may be per-
formed on the hardware layer using any appropriate system,
device, or protocol, including those related to or utilizing
Firewire, PCIL, PCI express, CardBus, USB, CAN, SCSI,
IDA, RS232, RS422, RS485, 802.11, etc. The communica-
tion among modules, systems, devices, and elements may
include handshaking, notifications, coordination, encapsula-
tion, encryption, headers, such as routing or error detecting
headers, or any other appropriate communication protocol or
attribute. Communication may also messages related to
HTTP, HTTPS, FTP, TCP, IP, ebMS OASIS/ebXML,
DICOM, DICOS, secure sockets, VPN, encrypted or unen-
crypted pipes, MIME, SMTP, MIME Multipart/Related Con-
tent-type, SQL, HL.7 Version 2.5, HL7 Version 2.3.1, etc.

As will be apparent, the features and attributes of the spe-
cific embodiments disclosed above may be combined in dif-
ferent ways to form additional embodiments, all of which fall
within the scope of the present disclosure.

Conditional language used herein, such as, among others,
“can,” “could,” “might,” “may,” “e.g.,” and the like, unless
specifically stated otherwise, or otherwise understood within
the context as used, is generally intended to convey that
certain embodiments include, while other embodiments do
not include, certain features, elements and/or states. Thus,
such conditional language is not generally intended to imply
that features, elements and/or states are in any way required
for one or more embodiments or that one or more embodi-
ments necessarily include logic for deciding, with or without
author input or prompting, whether these features, elements
and/or states are included or are to be performed in any
particular embodiment.

Any process descriptions, elements, or blocks in the flow
diagrams described herein and/or depicted in the attached
figures should be understood as potentially representing mod-
ules, segments, or portions of code which include one or more
executable instructions for implementing specific logical
functions or steps in the process. Alternate implementations
are included within the scope of the embodiments described
herein in which elements or functions may be deleted,
executed out of order from that shown or discussed, including
substantially concurrently or in reverse order, depending on
the functionality involved, as would be understood by those
skilled in the art.

All of the methods and processes described above may be
embodied in, and fully automated via, software code modules
executed by one or more general purpose computers or pro-
cessors, such as those computer systems described above.
The code modules may be stored in any type of computer-
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readable medium or other computer storage device. Some or
all of the methods may alternatively be embodied in special-
ized computer hardware.

It should be emphasized that many variations and modifi-
cations may be made to the above-described embodiments,
the elements of which are to be understood as being among
other acceptable examples. All such modifications and varia-
tions are intended to be included herein within the scope of
this disclosure and protected by the following claims.

Following this document are a number of other documents,
appendices, figures, diagrams, and publications. Each of
these is incorporated herein by this reference in its entirety
and made a part of this specification.

What is claimed is:

1. A method for user-specified creation and management of
consistent virtual packages of medical image files in an inter-
connected content-addressable storage system, said method
executing on one or more computing devices, said method
comprising:

allowing a user to access a plurality of sources of medical

image files;

receiving an instruction from the user to create a virtual

package of medical image files, drawn from one or more

of the plurality of sources of medical image files, by

grouping one or more image files together according to

a grouping decision by the user;

automatically producing the virtual package according to

the instruction from the user by:

obtaining the one or more image files from the intercon-
nected content-addressable storage system;

determining one or more queryable data items based on
the one or more obtained image files;

making a query for related data files based on the one or
more queryable data items;

receiving from the interconnected content-addressable
storage system one or more related data files in
response to the query;

storing the one or more image files and the one or more
related data files in the interconnected content-ad-
dressable storage system; and

receiving one or more storage identifiers for the stored
one or more image files and the stored one or more
related data files, said virtual package comprising the
one or more storage identifiers, said virtual package
consistent such that the one or more image files and
the one or more related data files do not change over
time; and

providing the user with the one or more storage identifiers

for the virtual package.

2. The method of claim 1, wherein the method further
comprises:

receiving access control information for the virtual pack-

age;

receiving a request related to one or more files in the virtual

package from a user;

checking access control of the user based on the received

access control information; and

only when the user has proper access, fulfilling the request

related to the one or more files in the virtual package for
the user.

3. The method of claim 1, wherein obtaining the one or
more image files comprises reading at least one file of the one
or more image files from the interconnected content-addres-
sable storage system.

4. The method of claim 1, wherein querying forrelated data
files based on the one or more queryable data items comprises
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querying the interconnected content-addressable storage sys-
tem based on patient-related information in the one or more
image files.

5. The method of claim 4, wherein the method further
comprises:

receiving broadcasted medical messages;

matching identifying information in the broadcasted medi-

cal messages to said patient-related information in at
least one file; and
requesting data related to the matching identifying infor-
mation in the broadcasted medical messages; and

wherein storing the one or more image files and the one or
more related data files comprises storing data related to
the matching identifying information in the broadcasted
medical messages.

6. The method of claim 1, wherein determining one or more
queryable data items based on the one or more obtained image
files comprises parsing a DICOM Structured Report and
determining the one or more queryable data items based on
the parsed DICOM Structured Report.

7. The method of claim 1, wherein determining one or more
queryable data items based on the one or more obtained image
files comprises parsing an http response and determining the
one or more queryable data items based on the parsed http
response.

8. The method of claim 1, wherein receiving one or more
related data files comprises receiving one or more related data
files in response to querying a shared archive.

9. The method of claim 1, wherein storing the one or more
image files and the one or more related data files comprises
storing each file in the interconnected content-addressable
storage system and obtaining a GUID for each file.

10. The method of claim 1, wherein storing the one or more
image files and the one or more related data files comprises
storing a combination of the one or more image files and the
one or more related data files in the interconnected content
addressable storage system and obtaining one GUID for the
stored combination.

11. A system for user-specified creation and management
of consistent virtual packages of medical image files in an
interconnected content-addressable storage system, said sys-
tem comprising one or more computing devices configured
to:

allow a user to access a plurality of sources of medical

image files;

receive an instruction from the user to create a virtual

package of medical image files, drawn from one or more

of the plurality of sources of medical image files, by

grouping one or more image files together according to

a grouping decision by the user;

automatically produce the virtual package according to the

instruction from the user by:

obtaining the one or more image files from the intercon-
nected content-addressable storage system;

determining one or more queryable data items based on
the one or more obtained image files;

making a query for related data files based on the one or
more queryable data items;

receiving from the interconnected content-addressable
storage system one or more related data files in
response to the query;

storing the one or more image files and the one or more
related data files in the interconnected content addres-
sable storage system;

receiving one or more storage identifiers for the stored
one or more image files and the stored one or more
related data files, said virtual package comprising the
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one or more storage identifiers, said virtual package
consistent such that the one or more image files and
the one or more related data files do not change over
time; and

providing the user with the one or more storage identi-
fiers for the virtual package.

12. The system of claim 11, wherein the one or more
computing devices are further configured to:

receive access control information for the virtual package;

receive a request related to one or more files in the virtual

package from a user;

check access control of the user based on the received

access control information; and

only when the user has proper access, fulfill the request

related to the one or more files in the virtual package for
the user.

13. The system of claim 11, wherein obtaining the one or
more image files comprises reading at least one file of the one
or more image files from the interconnected content-addres-
sable storage system.

14. The system of claim 11, wherein querying for related
data files based on the one or more queryable data items
comprises querying the interconnected content-addressable
storage system based on patient-related information in the
one or more image files.

15. The system of claim 11, wherein receiving one or more
related data files comprises receiving one or more related data
files based on querying a shared archive.

16. The system of claim 11, wherein storing the one or
more image files and the one or more related data files com-
prises storing a combination of the one or more image files
and the one or more related data files in the interconnected
content-addressable storage system and obtaining one GUID
for the stored combination.

17. A non-transitory computer-readable medium compris-
ing computer-executable instructions for user-specified cre-
ation and management of consistent virtual packages of
medical image files in an interconnected content-addressable
storage system, said computer-executable instructions, when
running on one or more computers, performing a method
comprising:

allowing a user to access a plurality of sources of medical

image files;

receiving an instruction from the user to create a virtual

package of medical image files, drawn from one or more

of the plurality of sources of medical image files, by

grouping one or more image files together according to

a grouping decision by the user;

automatically producing the virtual package according to

the instruction from the user by:

obtaining the one or more image files from the intercon-
nected content-addressable storage system;

determining one or more queryable data items based on
the one or more obtained image files;

making a query for related data files based on the one or
more queryable data items;

receiving from the interconnected content-addressable
storage system one or more related data files in
response to the query;

storing the one or more image files and the one or more
related data files in the interconnected content-ad-
dressable storage system; and

receiving one or more storage identifiers for the stored
one or more image files and the stored one or more
related data files, said virtual package comprising the
one or more storage identifiers, said virtual package



US 8,407,244 B2

39

consistent such that the one or more image files and
the one or more related data files do not change over
time; and

providing the user with the one or more storage identi-
fiers for the virtual package.

18. The non-transitory computer-readable medium of
claim 17, wherein the method further comprises:

receiving access control information for the virtual pack-

age;

receiving a request related to one or more files in the virtual

package from a user;

checking access control of the user based on the received

access control information; and

only when the user has proper access, fulfilling the request

related to the one or more files in the virtual package for
the user.

19. The non-transitory computer-readable medium of
claim 17, wherein querying for related data files based on the
one or more queryable data items comprises querying the
interconnected content addressable storage system based on
patient-related information in the one or more image files.

20. The non-transitory computer-readable medium of
claim 17, wherein receiving one or more related data files
comprises receiving one or more related data files based on
querying a shared archive.

21. A method for allowing a medical professional to estab-
lish a consistent virtual package of non-dynamic medical files
in an interconnected content-addressable storage system, said
method executed on one or more computing devices, the
method comprising:

presenting, to a medical professional, medical files that are

available for packaging from one or more sources;
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allowing the medical professional freedom to choose a
subset of any combination of the available medical files
for a virtual package;
receiving an instruction from the medical professional to
create a virtual package of the chosen subset of medical
files;
automatically producing the virtual package in response to
the instruction from the medical professional by:
obtaining the chosen subset of medical files from the
interconnected content-addressable storage system;

using an automatic data query in the interconnected
content-addressable storage system that evaluates the
chosen subset of medical files to identify queryable
items and automatically queries to obtain additional
medical files that are related to the queryable items
and therefore related to the chosen subset of medical
files;

storing a combination of both the chosen subset of medi-
cal files and the additional related medical files in the
interconnected content-addressable storage system to
establish package data;

completing the virtual package by recording one or more
storage identifiers that allow access to the package
data; and

communicating the virtual package to the medical pro-
fessional; and

maintaining the virtual package and the package data con-
sistently over time to allow the medical professional
later and repeated access to the same, consistent package
of medical files.



